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Summary 

 
In the first task, we have demonstrated the radiation damage and the recrystallization 
behaviors in multicomponent alloys through molecular-dynamics simulations. It is found that 
by alloying with atoms of different sizes, the atomic-level strain increases, and the propensity 
of the radiation-induced crystalline to amorphous transition increases as the defects cluster in 
the cascade body. Recrystallization of the radiation induced supercooled or glass regions 
show that by tuning the composition and the equilibrium temperature, the multicomponent 
alloys can be healed. The crystalline-amorphous-crystalline transitions predict the potential 
high radiation resistance in multicomponent alloys.  

In the second task, three types of high-entropy alloys (HEAs) were fabricated from 
AlCoCrFeNi and AlCuCrFeNi quinary alloys. Hardness and reduced contact modulus were 
measured using nanoindentation tests. Heavy ion irradiation were performed using 10 MeV 
gold and 5 MeV nickel to study radiation effects. Al0.5CrCuFeNi2 shows phase separation 
upon the presence of copper. Both hardness and contact modulus exhibit the same trend as 
increasing the applied load, and it indicates that excessive free volume may alter the growth 
rate of the plastic zone. The as-cast Al0.1CoCrFeNi specimen undergone the hot isostatic 
pressing (HIP) process and steady cooling rate which mitigate the quenching effect. The 
swelling behavior was characterized by the atomic force microscopy (AFM), and the swelling 
rate is approximately 0.02% dpa. Selected area diffraction (SAD) patters show 
irradiation-induced amorphization throughout the ion projected range. Within the peak 
damage region, an amorpous ring is observed, and a mixture of amorphous/ crystalline 
structure at deeper depth is found. The Al0.3CoCrFeNi HEAs shows good radiation resistance 
up to 60 peak dpa. No voids or dislocations are observed. The crystal structures remain 
face-centered-cubic (FCC) before and after 5 MeV Ni irradiation. Higher dpa might be 
required to study defects formation mechanisms.  

 
In the third task, all the constituent binary and ternary systems of the Al-Co-Cr-Fe-Ni system 
were thermodynamically modeled within the whole composition range. Comparisons 
between the calculated phase diagrams and literature data are in good agreement. The 
multi-component thermodynamic database of the Al-Co-Cr-Fe-Ni system was then obtained 
via extrapolation. The current Al-Co-Cr-Fe-Ni thermodynamic database enables us to carry 
out the calculations of phase diagrams, which can be used as useful guidelines to identify the 
Al-Co-Cr-Fe-Ni HEAs with desirable microstructures. 
 

In the fourth task, we discuss how as-cast and homogenized phases can be identified, what 
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phases are usually found in the as-cast and homogenized conditions, and what the 
thermodynamics and kinetics of phase transformations are in the AlCoCrFeNi HEA. The 
microstructure and phase composition were studied in as-cast and homogenized conditions. It 
showed the dendritrical structure in the as-cast condition consisting primarily of a 
nano-lamellar mixture of A2 [disorder body-centered-cubic (BCC)] and B2 (ordered BCC) 
phases, in addition to a very small amount of A1 [disorder face-centered-cubic (FCC)] phases. 
The homogenization heat treatment resulted in an increase in the volume fraction of the A1 
phase and formation of a Sigma () phase. Tensile properties in as-cast and homogenized 
conditions are reported at 700 °C. Thermodynamic modeling of non-equilibrium and 
equilibrium phase diagrams for the AlCoCrFeNi HEA gave good agreement with the 
experimental observations of the phase contents. The reasons for the improvement of 
ductility after the heat treatment are discussed. 
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1. Task 1: First-Principles Calculations and Molecular-Dynamics 

(MD) Simulations 

1.1. Introduction 

The emerging applications of high-entropy alloys (HEA, also known as multicomponent 
alloys) intrigue extensive research interests in the metallurgy community, since the early 
proposal by Yeh [1] and Cantor [2]. Besides the mechanical properties of high strength [3], 
high toughness [4], excellent wear resistance, and good corrosion and oxidation resistances 
[5], the radiation properties of HEAs demand special attention [6]. Since atoms of different 
sizes and chemistries reside in the lattice, which is not specifically designed for each 
individual atom, the atoms are under considerable stresses, which distort the lattice and 
increase the lattice friction for dislocations [7]. Consequently, the HEAs are not stable and 
can be vitrified under irradiations. The radiation-induced amorphization region, however, can 
be healed by the following recrystallization upon cooling through the heat dissipation to the 
matrix. In this sense, HEAs are inherently radiation resistant. By using molecular dynamics 
(MD) simulations and the first-principles calculations, this part of work aimed at providing 
some fundamental information about the radiation-damage effect and the recrystallization in 
multicomponent alloys, which can provide guidelines for the alloy design. 
 The defect production by irradiation and their recombination determines the performance 
and life of the nuclear reactor materials [8, 9]. As we aim to develop suitable HEAs for the 
radiation resistance purpose, it is important to study how the primary damage plays its role in 
the HEAs. The principal questions are two-folds: First, how does the multi-component 
system affect the radiation cascades, specifically, the number of surviving vacancies and 
interstitials after primary knock-on atom (PKA) induced cascades? Second, how does the 
multicomponent system affect the recrystallization process, which to some extent is the 
self-healing effect, after the cascades? To address these two questions, we studied the 
following aspects, which are further organized into three subtopics. Firstly, we examined the 
PKA atomic-size effect on the threshold displacement energy in quinary systems and its 
effect in terms of creating stable defects in binary systems. Secondly, we studied the primary 
damage in quinary systems with a focus on the defect production and annealing treatment. 
Thirdly, the recrystallization processes in quinary systems were investigated. Through these 
studies, we have achieved a comprehensive understanding about the radiation damage 
properties and a sensible prediction about the radiation tolerance in HEAs. 
 The research on HEAs is still at an early stage. In particular, very little is known about 
the irradiation effects on these alloys, even though the initial results indicate that they are 
excellent irradiation-resistant materials [6]. Thus, we focused our initial effort on gaining 
knowledge concerning the general behavior of the multi-component systems, rather than 
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studying specific alloys systems. Much of the research on HEAs is now directed to the 3d 
transition metal alloys, but as the research advances, we may find different kinds of alloys to 
be more suitable for the irradiation resistance. Therefore, we decided to concentrate our effort 
on the study of the atomic size effect using model systems. We strongly suspect that it is the 
atomic size effect, not specific chemistry, which plays the decisive role in the irradiation 
effects in HEA. Thus, we chose a very simple model of iron interacting with the modified 
Johnson potential, scaled to represent the atomic-size effect. Consequently, the results are not 
expected to reflect any realistic alloys. On the other hand through this initial study, we 
garnered a large amount of knowledge about the size effect, without the interference from the 
chemical effect. As the preparation for the next stage of research, we are now undertaking 
some first-principles calculations of the atomic-level stresses on 3d-transition metal HEAs. 
 

1.2. The Primary Knock-on Atom Size Effect 

 Previous radiation studies by molecular-dynamics simulations were carried out 
extensively in monatomic body-centered cubic (bcc), face-centered-cubic (fcc), and 
hexagonal-close-packed (hcp) systems such as Cu [10-12], Fe [13-17], Mo [18], V [19], Ni 
[10], Ti [20], and Zr [21, 22]. The radiation induced defect production and displacement 
cascade evolutions in binary systems, such as Fe-Cu [23], Ni3Al [24, 25], Cu-Au [26], and 
Cu-Ti [27] were also studied. However, due to the absence of applicable potentials for 
multiple elemental interactions, the radiation behavior in multicomponent alloys has not yet 
been studied. It is natural to raise the question that what is the effect of the PKA atomic 
species on the radiation damage in multi-component high-entropy alloys.  
 
 Gao and Bacon [25] noted that in the Ni3Al system, for primary recoils with energy more 
than a few hundred eV, there is no obvious difference in the cascades generated by different 
PKAs with energy not exceeding 5 keV. Deng and Bacon [26] also reported that there is no 
remarkable difference between low energy cascades initiated by Au or Cu PKAs in the 
ballistic/collision phase. Neither is there any difference when the mass of the PKAs is 
reduced by purpose. This also applied in Cu-Ti systems [27]. Ackland [23] observed the 
slight difference in both the defect migration energy and the threshold displacement energy 
calculated between Cu and Fe PKAs in a dilute Fe-Cu alloy with a many-body potential. 
However, Calder et al [17] demonstrated that the total number of defects decreases with the 
PKA mass and the cascade effect is stronger at lower energy. The difference between the two 
conflicting results may root from the PKA energy applied: Calder [17] used the PKA energy 
ranging from 5 - 20 keV while others used the energy not exceeding 5 keV. Nevertheless, to 
our knowledge, the previous results focus mainly on the mass of the PKAs, but the effect of 
the PKA size on the cascades in metals has not been studied thoroughly by MD simulations.  
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 It is popular to adopt the embedded atom methods (EAM) to define the atomic 
interaction potential, in which along with the pair potential, an embedding energy term is 
associated to the atom [28-31]. Based on the density functional theory, Dow and Baskes 
[28-30] derived the embedding energy to be related to the background electron density, which 
is a simple function of the atomic density determined by the atomic positions. The Finnis and 
Sinclair [31] potential used a polynomial form for the electron density function and a square 
root function for the embedding energy term to mimic the results of the tight-binding theory. 
The EAM potentials are advantageous to fit the Cauchy relationship in order to obtain 
satisfactory elastic moduli, Poisson ratio and the vacancy formation energy in real materials 
over pair potentials [31]. The previous results listed before [10-27] mainly used the EAM 
potentials. However, it is rather complicated to build specific EAM potentials for multiple 
atomic interactions. For simplicity we choose the pair potentials which are to be scaled 
according to the atom sizes to demonstrate the PKA size effect. This approach avoids the 
embedding energy terms which account for a sizable portion of the potential energy but are 
less important to the PKA size effect.   

1.2.1. Simulation Methods 
 In this subsection, both binary and quinary body-centered-cubic (BCC) solid solution 
systems are modeled for different purposes. In binary systems, the model systems used are 
the binary A-B random solid solution systems, in which A is Fe and B is a fictitious element, 
Fe', which is Fe with an expanded atomic size. In the crystalline state they have the bcc 
structure. In this model the Fe' atom has the same mass as Fe but the radii of Fe and Fe' atoms, 
RA and RB, have the ratio of R = RB/RA, where R is the atomic size ratio which equals to 1.15 
which is within the Hume-Rothery rule. The interatomic interaction is defined by a scaled 
modified Johnson potential (mJp) rather than the original mJp itself. The interatomic force is 
scaled according to the pair type and distance. For Fe-Fe pairs, it is the same as in mJp, while 
for Fe-Fe' and Fe'-Fe' pairs of atom i and j, the interatomic potentials are defined as: 

)/()(  rrVij  , where ϕ is the interatomic potential between Fe-Fe atoms and ξ is the 

scaling factor. Thus the interatomic force is obtained as: 

𝑑𝑉𝑖𝑗(𝑟)

𝑑𝑟
=

𝑑(𝜉𝜙(
𝑟

𝜉
))

𝑑𝑟
=

𝑑𝜙(
𝑟

𝜉
)

𝑑(
𝑟

𝜉
)
=

𝑑𝜙(𝑟′)
𝑑𝑟′

        (1.1) 

where r' = r/. Atoms with different sizes are treated so that they have similar force and 
acceleration when interacting with Fe atoms. Thus, only the atomic size effect is changed 
with varying compositions. The cutoffs of the potentials are 3.44ξ Å and the potential 
minimums are -0.2516ξ eV for different i-j pairs. In order to adjust the atomic size mismatch, 
the B content was changed from 0 - 100% with different R in model systems which contain 
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250,000 atoms. For quinary systems, concentration of each element is 20%, and the atomic 
sizes are 1-2δ, 1-δ, 1, 1+δ, 1+2δ times the size of the atom in the monatomic Fe systems 
using the original modified Johnson potential, whereas, δ is a mismatch factor ranging from 0 
- 5%. The interatomic potentials between different elements in the quinary systems are 
defined similar to the binary system. The systems are relaxed using a 
number-pressure-temperature (NPT) ensemble at 0 K for a long time to reach equilibrium 
states.  
 The threshold displacement energy in a certain crystallographic direction was determined 
by creating a stable defect from PKA events where the kinetic energy was assigned to an iron 
atom from a random lattice site. The PKA events are repeated for several times with the 
energy resolution of 1 eV. The cascade study of the PKA size effect in binary systems was 
carried out using a 5 keV PKA of different species. The surviving number of defects was 
monitored after long time relaxation. 

1.2.2. Threshold Displacement Energy 
 In order to produce stable Frenkel defects (pairs of vacancy and interstitial), a minimum 
kinetic energy, that is the displacement threshold energy Ed, is needed for the PKA. The Ed is 
essential to evaluate the number of Frenkel pairs NFP an projectile particle produces. The 
Kinchin-Pease [32] or the NRT (Norgett-Robinson-Torrens) [33] model states: 

d
FP 2

8.0
E
TN 

,          (1.2) 

whereas, T is the PKA kinetic energy. For a specific metal, Ed varies in different 
crystallographic directions due to the different packing efficiencies (usually explained as the 
ease of the 'lenses' needed to penetrate), and it is difficult to accurately measure in 
experiments. However, with the aid of computer simulations, it is viable to obtain Ed with 
satisfactory accuracy from reasonable potentials. The average threshold energy is about 15 - 
50 eV for metals [34].  

 Since the pair potentials are used in the current work, it is necessary to compare the 
results with previous reports using EAM or F-S potentials.  
Table 1 lists the Ed in different orientations of bcc iron at 0 K using the mJp. Figure 1 shows 
the angular dependence of the Ed with respect to the [100] direction. Note that during the 
simulation, the Ed values are tested by an increment of 1 eV of a random PKA, indicating that 
the errors are within ±0.5 eV. The Ed values of in [100] and [210] are 21 and 51 eV, which 
agree with previous results by Bacon [11] and Ackland [23] using the F-S potentials. Other 
than these two directions, the Ed values show significant disagreements. For example, the Ed 
in the [110] direction is 46 eV, which is about 50% larger than that in Ref. [11] and [23]. In 
the previous reports, it was difficult to obtain the threshold in the [111], [221], and [211] 
directions due to the generation of a long replacement-collision sequence (RCS) in the 
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directions near the close packed rows [11], consequently, there are three peaks in the 
threshold curve that are indispensable to produce stable Frenkel defects [11]. However, in our 
results, except for the [532] direction, the threshold curve shows rather continuous and 
smooth transition. The general trend of the curve is: when the recoil projectile is within 20° to 
the [100] direction, the threshold is close to the minimum; it further reaches a maximum 
when the angle is around 35° at [211] direction with a peak value of 71 eV; the threshold 
fluctuates between [110] and [111] direction with a magnitude not exceeding 20 eV.  
 It is not a surprise at all to observe the two distinct curves if one considers the difference 
between the potentials used. In the previous studies, the potentials used connect the universal 
Ziegler-Biersack-Littmark (ZBL) potential, which is very strongly repulsive in the short 
range interaction. The strong repulsive force and the focused energy in the compact direction 
can easily triggers the RCS. However, in the current work, the short range interaction of the 
mJp is rather soft, in this case, the RCS can be easily affected and terminated by other 
neighbors. The [111] crowdion defects can easily migrate to the [110] dumbbells given the 
activation energy of 0.33 eV for rotation [35] and the formation energy of the latter is ~0.5 
eV, smaller than the former [36], and thus the chance of producing stable Frenkel defects is 
high. Except for the difference in the potential and the threshold energy in different directions, 
it should be noted that the mechanism of the PKA recoil in the [100], [110], and [111] 
directions agree with previous descriptions [11, 23]. However, the obvious large threshold in 
the [532] direction is different. Our observation is that in this high order direction, there is no 
RCS in any of the close-packed direction, and the energy dissipation after the PKA initiation 
is rather fast due to the quick recombination of defects in a very small volume. 
 Table 2 lists the Ed values in the [111] direction with different PKA atom species in the 
quinary bcc systems with different atomic size mismatch ratio δ. It is shown that for the PKA 
with the atomic size of Fe, as the atomic size ratio factor δ increases, the threshold energy 
fluctuates significantly with a minimum of 30 eV and a maximum of 46 eV. When the PKA 
atoms are changed to smaller or larger atoms, the thresholds decrease to 90% or even 50% of 
that from the Fe PKAs. Note that the number densities of the six systems are 0.08547, 
0.08542, 0.08526, 0.08498, 0.08437, and 0.08322 Å-3, which are less than 2.6% in difference. 
 It is thus clear that by mixing the crystalline lattice with varying types of atoms, the local 
distortion in the lattice effectively decreases the threshold displacement energy. Table 6-2 
implies that by alloying the system, the defects production might become quite different from 
the monatomic systems. Indeed, the process of obtaining Ed is quite different from the 
radiation cascades between which the energy used and the atoms involved are not similar in 
the two cases. Thus, the study of the cascades in multicomponent systems is a necessity. 
However, we always bear in mind that the NRT model is a major reference for the defect 
comparison in different systems.  
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Table 1. The threshold displacement energy Ed vs. crystallographic directions in bcc iron 
system at 0 K with modified Johnson potential. Note that the errors are within ±0.5 eV. 

Direction Angle
<100> 21 0
<110> 46 45
<111> 41 54.74
<210> 51 26.57
<211> 71 35.26
<221> 26 48.19
<310> 25 18.43
<311> 42 25.24
<321> 68 36.7
<332> 28 50.24
<401> 21 14.04
<411> 33 19.47
<421> 51 29.21
<431> 65 38.33
<432> 28 42.03
<433> 31 46.69
<443> 30 51.34
<510> 20 11.31
<521> 28 24.09
<531> 61 32.31
<532> 101 35.8
<553> 28 49.39

E d

 
Table 2. The threshold displacement energy Ed in the <111> directions vs. PKA element 
species with various atomic size ratio factor δ in quinary systems at 0 K. Note that the errors 
are within ±0.5 eV. 

δ r δ r δ r(1-2 ) (1+2 )
0 41 - -

0.01 43 35 38
0.02 36 32 28
0.03 46 26 25
0.04 30 28 32
0.05 46 23 27  
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Figure 1. The threshold displacement energy Ed curve for α iron at 0 K using modified 
Johnson potential. The directions are calculated with respect to the [100] direction. Note that 
the errors are within ±0.5 eV. 

 

1.2.3. The Surviving Defects from Different PKA 
 For simplicity, we applied the A-B binary model to study the PKA size effect. The radius 
of B atom is 15% larger than A atoms. Figure 2 shows the average number of surviving 
defects (Frenkel pairs) displaced by 5 keV A/B PKAs in systems with different B atom 
concentrations after 101 ps. There are three features to be noted.  

 

Figure 2. The average number of surviving Frenkel pairs generated by single 5 keV A/B PKA 
cascades in the binary A-B systems with various XB concentrations. Note that the atomic size 
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ratio is RB/RA = 1.15. 

 First, a general trend which applies for either PKA type is that when the system is alloyed, 
the average defect amount increases as the solute concentration increases. The defect amount 
can increase 30 times when the solute concentration increase from 0 to 40%. It is also 
understandable that the deviation of the statistics is high in the alloyed region. As indicated 
by the error bars showing the minimum and maximum, the magnitude of the deviation in 
some cases can be as large as 50%, which states that the defect production is quite a 
stochastic process. The alloying effect on the lattice stability due to the local atomic level 
strain has been discussed in [37], and the results agree with the threshold displacement 
energy calculated in the previous section. 
 Second, it is clear that in systems with low solute concentration, there is no remarkable 
difference in the defect amounts by cascades from A/B PKAs. For example, when the B atom 
concentration is less than 20% or larger than 70%, the defect amount difference is marginal. 
When the B atom concentration is between 20% and 70%, the defect amount difference is 
notable. Especially when the large solute concentration is between 35% and 55%, the defect 
amount difference can be as large as 30%. However, the difference is still small if compared 
with the data between different compositions.  
 The third feature is that the fluctuation of the average number of defects generated by the 
smaller PKA is greater than the larger PKA. There are two drastic decreases in the defect 
number as observed when the solute concentration increases from 40% to 45% or form 55% 
to 60% when the PKA is A atom. However, there is only one sharp decrease at 60% when the 
PKA is B atom, and the average defect number kept rather stable in the region of 35% to 55% 
XB. 
 Overall, the average number of surviving defects depends only slightly on the PKA size 
due to the stochastic process of cascade development. In the low alloyed systems, the 
difference is not obvious; in the highly alloyed systems, the cascade efficiency is slightly 
different whereas the small PKAs have larger fluctuations. Nevertheless, it is hard to draw a 
general conclusion that which PKA creates more defects since the difference due to the 
different PKA is overshadowed by the composition variation.  
 

1.2.4. Discussion and Conclusions 
 As introduced earlier, previous results focused on the radiation damage of monatomic or 
binary alloys with fixed compositions, which left the systematic study of the effect of local 
lattice distortion untouched. The local distortion is rather significant which could not be 
neglected and cannot be disguised by thermal vibration [37, 38]. Indeed, the atomic level 
stress calculations do show some correlation between the initial level of stress and the 
cascade efficiency. Figure 3a shows the average atomic level shear stress before and after the 
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cascades in the binary systems with A/B PKAs. Note that in these simulations the mJp is 
connected with the universal ZBL potential using a fifth order polynomial between 1.2 and 2 
Å following Ref. [13] and then further scaled according to the atomic sizes. The local stress 
increases as the remaining defects distort the lattice. The general trend of Figure 3b agrees 
with Figure 2. For example, the stress increase in low solute systems is rather small as 
compared with that in the highly alloyed systems. Also the stress difference by the A/B PKAs 
is also overshadowed by that in different compositions.  
 It thus can be concluded that the PKA size effect on the defect production is rather small 
and can be neglected in the low solute systems. In high concentration systems, the difference 
in some cases can be large as indicated by the large fluctuation of statistics. But in any cases, 
the effect of composition on the surviving defects is more significant. 

 

Figure 3. The atomic level shear stress calculated before and after a 5 keV A/B PKA initiated 
cascade (a). The mJp is connect to a ZBL universal potential between 1.2 and 2 Å using a 
fifth order polynomial. The atomic size ratio is 1.15. The difference of the atomic level shear 
stress after cascades (b). 

1.3. Primary Damages and Defect Production in Quinary Systems 
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 HEAs are usually defined to contain 5 or more elements with nearly equal concentrations. 
The variation of the chemistry and size of the atoms will cause the lattice strain as illustrated 
previously. The proposed problem that how the local distortion affect the radiation behaviors 
has not been studied before. The chemistry is rather difficult to tackle for the alloys since it 
involves the electron structure, band structure, magnetism, density of state, and phonon 
dispersion calculations between different atoms. Modern approaches using density functional 
theory and ab initio simulations are successful to calculate the local strain and the elastic 
properties [39, 40] to predict the properties of multicomponent alloys. The problem is that 
these calculations are rather expensive if applied to study the radiation behaviors such as the 
cascades. The time and size scale using ab initio simulations are very limited. However, the 
atomic size effect on the radiation damage can be investigated through MD simulations as we 
have already studied in binary systems. Classic MD can be very efficient to handle systems 
with million atoms to timescales long enough for the radiation damage studies. The challenge 
roots in that there is no applicable interatomic potentials for systems with so many elements. 
For a better demonstration of the atomic size effect, it is reasonable to simplify the problem 
by linking the potential with the atomic sizes. In this section, we extend the previous methods 
of scaling the potential with atomic sizes to study the radiation cascades in the equi-molar 
quinary systems. By comparing the cascade behaviors in multicomponent and monatomic 
systems with previous results [11, 13, 17, 23, 41, 42], a comprehensive understanding of how 
the alloy design by choosing the element sizes affects the radiation behaviors will be 
provided.  
 

1.3.1. Simulation Methods 
 The simulations start from bcc crystalline lattices. The 5 element types of varying sizes 
are randomly assigned to the atoms on the lattice to mimic random solid solutions. The 
amount of each atom type is equal to 20% of the system, which contains 250,000 atoms in 
total. The atomic radii of the 5 elements are set to be 1-2δ, 1-δ, 1, 1+δ, and 1+2δ times RFe, 
the radius of iron in the modified Johnson potential, and δ is the atomic size mismatch factor 
of the simulated systems ranging from 0 - 5%. The interatomic potentials are defined 
according to the atomic sizes of the pairs, as already introduced before. In this case, there are 
15 pair types in the quinary systems. The initial lattice constants are presumed to be the same 
as pure iron, which also meet the Vegard's law due to the cancellation of the positive and 
negative scaling of the atomic sizes. After the construction of the crystalline lattices, the 
systems are equilibrated using a NPT ensemble for 50 ps at 300 K. Afterwards, an atom, 
which located at the position of about 0.3 times the box length away from the simulation box 
edges with a radius of RFe is chosen as the PKA. The direction of the recoil is chosen to be 
<111> because the threshold displace energy in this direction is close to the average value of 
all directions as tested in Figure 1. The kinetic energy of the PKAs ranges from 0.5 - 5.5 keV. 
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Note that the simulation box size and the number of atoms are large enough to contain the 
PKAs and cascades. The time step for the Verlet leapfrog integration of the Newtonian 
equations is set to be 0.01 fs for the initial 2 ps, and is changed to 0.02 fs for the subsequent 2 
ps, and then 0.05 - 1 fs for varying but long enough durations. This variation is necessary 
because for high recoil energy cases the energy transfer between the PKA and neighbors 
needs be evaluated more frequently to avoid error and channeling. The simulations are 
terminated after ~ 700 ps, which is long enough for defects evolution. Since the initiation of 
the PKA recoil, the NVT ensemble and periodic boundary conditions are employed for all the 
simulations. The calculations are repeated, with PKAs of same element species at different 
lattice sites, for 5 times for each combination of PKA energy and δ to improve statistics.  
 The defect identification through analyzing the trajectory by computer algorithms can be 
accomplished mainly by two methods, the Wigner-Seitz cell and the displaced atom methods 
[42]. For the former method, when there is no atom in the W-S cell of a lattice site, this site is 
defined as a vacancy; when there are more than one atoms inside the W-S cell, these atoms 
are called self-interstitial atoms (SIA). The latter method used an empirical value, for 
example, 0.3a (a is the lattice constant), to distinguish the displaced atom. If one atom is 
displaced more than 0.3a away from a lattice site, it is considered as an interstitial; while if 
there is no atom closer than 0.3a to a lattice site, the lattice site is identified as a vacancy. 
Both of the two methods require a reference lattice, usually the initial perfect lattice before 
radiation. The advantages and drawbacks of both of the two methods are summarized in Ref. 
[42]. In this work, we use the displaced atom method due to its simplicity, efficiency and 
clarity of defects identification.  

1.3.2. Results 
 Figure 4 shows the potential energy (PE) per atom plotted against temperature for pure 
bcc iron and five equi-molar quinary bcc systems with atomic size mismatch factor δ ranging 
from 1 - 5%. The NPT ensemble was used for the volume scaling. For the monatomic system, 
the PE increases with temperature linearly below ~ 2100 K. The PE jump at 2100 K indicates 
the phase transition from solid to liquid, and the PE difference per atom is 0.2 eV, which 
corresponds to the latent heat. As we increase the atomic size mismatch, the energy of the 
system increases as indicated by the superposition of the PE curves. The PE increase does not 
exceed 0.08 eV for the largest difference. Furthermore, the melting temperature and the latent 
heat decrease as δ increases. This is reasonable because the local distortion by the atomic size 
mismatch subsidize the thermal vibration effect towards melting. Nevertheless, since the 
radiation PKAs are initiated at 300 K, and the temperature rise does not exceed 100 K in each 
systems, it is feasible to evaluate the radiation damage far under the melting temperature for 
each systems. In the liquid state PE is almost independent of the atomic size. This is because 
in the liquid state the structure is adjusted to accommodate the size differences. Consequently 
the atomic level stresses are independent of the composition and size [37], and PE reflects 
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this independence. 

 

 

Figure 4. The potential energy per atom vs. temperature plot of monatomic system ( δ = 0 ) 
and quinary systems with atomic size ratio factor δ ranging from 0.01-0.05. The NPT 
ensemble is used. The potential energy jump at high temperature in each system corresponds 
to the melting temperature Tm. The Tm of monatomic system is about 2100 K. The Tm 
decreases as the δ increases. 

 
 Figure 5 through Figure 7 shows the snapshots of the cascades at different times during 
evolution by 5 keV <111> PKAs in three different systems. For the pure bcc iron, the cascade 
morphology is similar to previous studies [13]. In the early stage within 0.1 ps, the PKA 
knocks the lattice atoms off their sites to produce interstitials and creates the high density 
vacancy region backwards as the 'spaghetti' region [42]. The cascade region continues to 
expand and the displaced atoms develop into the <111> focused replacement chains. The 
RCS chains are further detached from the main body of the cascade, and they further evolve 
into <111> replacement chains and <110> dumbbell defects as illustrated in the snapshots 
from 0.38 to 0.93 ps. The defects start to recombine after some time and the cascade starts to 
decay as the energy in the cascade core dissipates. Quite a large amount of Frenkel pairs are 
created outside the cascade body due to the heat production and they soon recombine locally. 
The displaced atoms further evolve during the annealing of the cascades, and after a long 
time evolving, they become stable defects in the form of clusters, single interstitials or 
vacancies, <110> dumbbells, and <111> crowdions.   
 Except for the amount of displaced atoms, there is no obvious difference in the 
morphology between the cascades in different systems during the very early stages. However, 
after about 1 ps, inhomogeneity develops in the cascade body with the increase in the atomic 
size mismatch factor δ. As shown in the snapshots of 1.08 ps in Figure 6, 1.27 and 1.58 ps in 
Figure 7, the cascade body stretches out in several directions as the density of displaced atom 
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in those directions increases. This phenomenon is most exaggerated when δ reaches 0.05. 
Further observation shows that the displaced atoms in these regions are mostly elastically 
deformed as compared with the perfect lattice of the reference. This is not a simple artifact of 
the displaced atom method used since the same method is employed for all the cascades in 
different systems. The reason why increasing δ induces inhomogeneity is still unknown, but 
the elastic deformation due to the high thermal expansion in the matrix is well understood 
and known as the Eshelby inclusion problem [43]. Details about the shape and the elastic 
stress and strain Eshelby field is beyond the scope of this work, and they can be found in 
similar cases as discussed elsewhere [44].  
 The final structures after the cascade relaxation are also different when increasing the 
atomic size mismatch factor δ. As shown in Figure 5, the cascade in the δ = 0.00 system is 
fully annealed after about 6 ps and the defects are rather stable after 701 ps till the end of the 
simulation. The defects are mainly individual vacancies, interstitials, and some <110> 
dumbbells. The dumbbells are prone to form clusters within the previous cascade body. This 
is similar in the δ = 0.03 case as shown in Figure 6. The clustering of the dumbbells is more 
frequently found with larger cluster sizes. However, the cascade fails to fully anneal after a 
very long time till the end of the simulation in the δ = 0.05 system as shown in Figure 7. The 
D-A analysis show that the remnant of the cascade body is full of interstitials and vacancies 
as compared with the perfect reference lattice. Further observations show that the interstitial 
density in this region is rather homogeneous. Thus, it is better to name this region radiation 
induced amorphous area. By comparison, we still perceive the atoms in this region as defects.  
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Figure 5. The snapshots of the cascade evolution by a 5 keV <111> PKA in the pure iron 
system at different times. The vacancies are represented by red spheres and the interstitials 
are represented by blue spheres. 
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Figure 6. The snapshots of the cascade evolution by a 5 keV <111> PKA in the quinary 
system (δ = 0.03) at different times. 
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Figure 7. The snapshots of the cascade evolution by a 5 keV <111> PKA in the quinary 
system (δ = 0.05) at different times.   
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 Figure 8 shows that the number of displaced atoms Nd changes with time in the three 
systems for different PKA energy in the <111> directions. Since the cascades simulation are 
rather stochastic in term of morphology and the amount of displaced atoms for a specific 
PKA energy and δ combination, we plot the minimum and maximum Nd cases out of the 5 
simulations for each PKA energy. A general fashion of the curves is that the Nd first increases 
until the peak time tpeak as the cascade grows since the PKA initiated, it then decreases as the 
cascade anneals due to the recombination of the defects. The Nd further stabilizes as the 
defects evolve in the long run. The second peaks in the δ = 0.03 and 0.05 cases at 5 keV are 
due to the elastic displaced atoms in the vicinity of the cascade core as they were displaced 
away more than 0.3a (lattice constant) from their perfect lattice sites. Another message from 
Figure 8 is that Nd increases with the PKA energy, at least during the cascade develop time. 
This is expected and will be further discussed later.  
 The average peak time and maximum displaced atom Nd of the simulated cascades are 
shown in Figure 9 and Figure 10. For the pure iron, tpeak ranges from 0.2 to 0.8 ps and the 
average maximum Nd ranges from about 100 to 5000 for the PKA energy between 0.5 and 5.5 
keV. The tpeak and the average maximum Nd increase with the recoil energy, and they do not 
follow any linear fashion in the whole energy range simulated. Moreover, the tpeak is slightly 
larger and the maximum Nd is almost doubled than the previous results [13]. Two reasons 
may account for the difference. First, as pointed out earlier, the potential used in this work is 
quite different from the literature. The mJp is much softer in the short range as compared with 
the ZBL potential, and in the medium range the potential is attractive while the Born-Mayer 
potential is quite repulsive [13]. The difference in the potential limits the stopping range of 
the PKAs and increases the amount of displacement of atoms. Second, atoms in the 
elastically distorted region may be counted as displaced atoms as shown in Figure 6 and 
Figure 7. These atoms are still residing at the distorted lattice sites rather than being moved to 
the interstitial positions. This effect is more pronounced at high energies and the elastically 
displaced atoms contribute a fair portion of the displaced atoms in Figure 10. As pointed out 
by Calder [42], the D-A method reports the amount of displaced atoms by one order of 
magnitude more than the W-S approach due to the uneven distortion of the lattice. The D-A 
method is unbiasedly applied to the different systems in this work, though the quantitative 
accuracy may be compromised to some extent. It is still acceptable for our demonstration of 
the atomic size effect on the radiation damage of multicomponent systems.  
 From Figure 9, at energy below 3 keV, the tpeak changes linearly with the recoil energy, 
and when δ is smaller than 0.03, the increase of tpeak with δ is not obvious, and when δ is 
greater than 0.03, the tpeak increases with δ slightly. At energy above 3 keV, there is an 
obvious transition in tpeak. When δ is smaller than 0.03, tpeak slows down with the energy 
increase, while δ is greater than 0.03, tpeak increases with the recoil energy drastically. Similar 
trend also applies to the maximum Nd in Figure 10. The difference is that for recoil energy 
greater than 3 keV, the maximum Nd seems to increase with δ in all the cases, although with 
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varying rates. The high rate increases of tpeak and Nd at high recoil energy and larger δ are also 
due to the elastically displaced atoms as explained in the previous paragraph.  
 

 
Figure 8. The number of displaced atoms evolutions of cascades by 0.5, 2, 4, and 5 keV <111> 
PKAs in three systems with δ = 0, 0.03, and 0.05, respectively. 

  
 Up to now, we provided a general view about how the cascade develops in the 
multicomponent systems by the characterization with tpeak, Nd, and δ as compared with the 
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pure bcc iron. It is further interesting to understand the effect of alloying on the annealing of 
the cascades after the peak time. The number of the displaced atoms decreases with time as 
the defects recombine. The Nd after the peak time can be fitted by an exponential form as 
[13]:   

)/exp()( dfd  tNN          (1.3) 

where Nf is the number of final surviving defects, α is the fitting parameter, and τd is the 
relaxation time. Figure 11 shows the average relaxation time of the cascades simulated at 
different PKA energy for three selected systems with δ equals to 0, 0.03, and 0.05. The error 
bars are plotted from the standard deviations. In the pure iron system, τd increases from 0.13 
to 0.35 ps with the recoil energy from 0.5 to 5.5 keV. The τd has a sharp increase from 0.5 to 1 
keV, and then slows down the increase till 5 keV. The shape of the curve is slightly different 
from the previous results [13] due to the potential difference. When δ changes to 0.03, τd 
increases ~ 0.05 to 0.12 ps as compared with values for the pure iron systems at each recoil 
energy. As δ further increases to 0.05, τd increases significantly at energy below 4 keV and 
slightly decreases at 5 keV. The fluctuation of the mean τd with recoil energy in the δ = 0.05 
system is rather large that τd does not follow any linear or exponential relationship with the 
recoil energy, and is also quite distinct from the pure iron and δ = 0.03 cases. This is due to 
the higher local strain and instability of the lattice. In all, the high values of τd indicate slow 
annealing of the cascades in the elastically displaced regions. It should be noted that τd is not 
equal to the duration from the peak time to the instance that the cascades are fully relaxed and 
the defects are stabilized, as can be compared with Figure 8 and Figure 9. Thus, τd can be 
viewed as a characteristic time for the cascade annealing.  

 
Figure 9. The average peak time of the cascades in the simulated cascades. 



30 
 

 

Figure 10. The average maximum number of displaced atoms of cascades initiated by 
different PKA energy in the <111> direction for the pure iron and 6 quinary systems. 

 The cascade simulations are terminated at about 700 ps after initiation. Note that this is a 
fairly long time for the defects to evolve as assured by the damped fluctuations in the number 
of displaced atom vs. time logs. The number of defects after cascades is an important 
parameter to evaluate the radiation damage in alloys. Figure 12 shows the average number of 
surviving defects in the six systems with 0.5 - 5.5 keV PKAs in the <111> directions. Here, 
the 'surviving defects' is used to refer to the Frenkel pairs and does not differentiate the single 
vacancies, the dumbbell and crowdion interstitials, or clusters of any type. The error bars are 
plotted according to the minimum and maximum values of each data set. The NRT model is 
also plotted as a reference using the threshold energy Ed = 41 eV as in the pure iron. 
Generally, the defect number increases with the recoil energy as expected in each quinary 
system. However, the main features of Figure 12 are two folded. When δ is smaller than 0.04, 
the defect number is of the order of the NRT values. Specific comparisons is illustrated in 
Figure 13 in terms of the cascade efficiency factor k, as defined by k = 2NdEd /T. It is obvious 
that at PKA energy below 1.5 keV, k is greater than the NRT value 0.8 in the quinary systems 
when δ is 0.01 - 0.03, while at higher energy, k is slightly smaller than 0.8, ranging from 0.5 - 
0.8. This agrees with previous results [13] and seems to be a general phenomenon despite of 
differences in potentials and crystal structures [45] since the thermal spike ensuing the 
cascades aids the relaxation of the Frenkel pairs. The detail difference in the values of k may 
link to the cascade structure and other properties determining the ease of the cascade 
annealing. When δ is larger than 0.04, the number of surviving defects far exceeding the NRT 
values is found, and is strongly dependent on the specific system, for example, the atomic 
size mismatch factor. For system with δ = 0.04, the number of defects fluctuates around at 
1.5 times of NRT model value, or the k = 1.2. When δ further increases to 0.045, the defect 
number increases exponentially, with the k value changes from 2 to 5 within the energy range 
simulated. More conspicuously, the k value increases from 6 to 21 in the system when δ = 
0.05. The large number of the surviving defects is also confirmed by the large volume of 
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amorphous region after the cascade annealing as shown in Figure 7. 

 
Figure 11. The average relaxation time of cascades by <111> PKAs with different energy in 
three systems. 

 Previously, using the NRT model to predict the number of defects obtained from 
molecular dynamics has never been successful. The introduction of the cascade efficiency 
factor k has well explained the origin of this problem. An alternative model proposed by 
Bacon [46] used an exponential function  

mEAN )( pF           (1.4) 

whereas, A and m are fitting parameters. This model has been satisfactory to fit the 
relationship between the number of defects and the recoil energy (in keV) in Fe, Cu, Ti, Zr, 
and Ni3Al at energy below 10 keV [46]. The values of A and m are around 5.7 and 0.77 for Fe 
and the values for other metals and alloys do not change significantly. However, the 
application of this exponential relation to our current results is unsuccessful. Using the fitting 
parameters A and m from the previous studies, the calculated values are still smaller than the 
simulated values for pure iron. It further fails to fit the results of the alloyed systems with 
larger δ with the fixed A and m. It was feasible to fit the same exponential form using A and 
m as variables, but the values are too far away from the published results. Since Eq. 4 serves 
as a universal empirical accounting with specific A and m, and the physical explanation is still 
unknown, it is prudent not to put further its applications to the current results; it simply does 
not apply for the current cases.  
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Figure 12. The average number of surviving defects vs. <111> PKA energy in quinary 
systems with different atomic size mismatch factors δ, which ranges from 0-5%. The NRT 
model (Eq. 6-1) is used as a guide to the eyes, the Ed used here is 41 eV. 

1.3.3. Discussion 
 Through the results from Figure 4 to Figure 13, we have demonstrated the huge 
variations in the radiation behaviors among the multicomponent systems with different 
atomic size mismatch. The cascade morphology, cascade peak and relaxation times, and the 
surviving defect clusters and their numbers, in all, undergo major transitions as we tune the 
atomic size mismatch and the potentials of the systems. Our calculations show that the atomic 
level strain in the quinary systems prior to the cascades doubled or tripled when the atomic 
size mismatch factor δ increases from 0 to 0.05. However, there is no obvious correlation 
between the surviving defects and the atomic level strain since the magnitude of surviving 
defect change with δ is by several orders of magnitude greater than the change of atomic 
level strain. But there is a clear point that as the local strain of the crystal increases, the 
propensity of crystalline to amorphous transition by irradiation becomes higher.  
 

Several limitations should be noted here. First, the pair potential used in the simulations 
are rather soft as compared with the ZBL universal potential in the short range. In this case, 
the amount of the displaced atoms is higher in the current work if compared with previous 
results. The potential effect is more pronounced in the higher energy cascade simulations. For 
example, when the PKA energy exceeds 3.5 keV, the amount of displaced atom is larger than 
that in hard potentials, and the volume of elastic deformation also increase in larger δ systems. 
It was popular to used the ZBL potential for the cascades simulations in the short range. 
However, our initial attempt of connecting the mJp with the ZBL potential at short range 
failed due to the strong repulsion in the large δ quinary systems that a perfect crystalline 
cannot be stabilized. Scaling the connected potential for larger atom makes the repulsive 
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force too strong in the first nearest neighbor shells. To illustrate the atomic size effect by our 
scaling approach, a potential soft enough is necessary. In this case, the radiation damage 
really depends on the potential chosen. 

 
Figure 13. The cascade efficiency factor k for the cascades simulated in the 5 quinary systems 
with δ ≤ 0.04. 

 

   
 
 Second, as we scale the potential energy according to the atomic size in the random 
quinary system, the potential energy of an atom fluctuates depending its type and neighbors. 
Consequently, the formation energy of defects can be affected. Our calculations show that the 
fluctuation of this energy is rather high. For example, the vacancy formation energy (VFE) of 
iron atom at 300 K can change from 1.37 eV in pure system to as high as 2.88 eV and as low 
as  -1.05 eV in δ = 0.05 quinary systems. Negative VFE is not uncommon in our 
observations in the quinary systems, simply because the lattice is so distorted that removing 
one atom from the lattice site helps stabilizing the local environment. Consequently, the 
defect generation in the locally distorted lattice sites can be very easy. The stochastic defect 
production further makes the lattice more susceptible to the damage. In this case, it is 
reasonable to observe the exceeding number of defects in the severe distorted system such as 
δ greater than 0.04 systems. However, it is pointed out that the VFE in pair potentials may not 
be properly evaluated when significant local atomic density occurs [47]. It can be corrected if 
the embedded energy from the electron densities can be included. Thus, great caution should 
be exercised when comparing the current results with data from many body potentials and 
EAM potentials in monatomic systems. 
 Third, the current simulation assumes the infinite substitution solid solutions in all the 
quinary systems. The crystalline lattices are built and equilibrated at 300 K. Thus the local 
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distortion may be rather high due to the constraint of the phonon dispersion at such a low 
temperature. However, this may not happen in real alloys because the local distortion by the 
atomic size mismatch may be reduced after melting and crystallization during casting. The 
local energy from distortion may be released by phase separation, precipitations, dislocations, 
and grain boundaries. These microstructural defects may be effective sinks to trap defects 
during irradiations [8, 48, 49]. Experimental studies show that alloys with nanoprecipitates 
have shown excellent creep and potential radiation resistance due to the high density of sinks 
[49, 50]. To this end, the current simulations only reports the ideal single phase case in solid 
solutions.  
 In all, since our interest mainly focus on the atomic size effect on the radiation damage in 
solid solutions, the current results have clearly demonstrated the trend of local distortion 
affecting on the damage. Indeed, we have circumvented several important problems to reduce 
the computational complexity. We acknowledge that those problems may also play decisive 
roles in the radiation damage of alloys. Future work is suggested to study these problems.  
 

1.3.4. Summary and Conclusions 
 Through MD simulations, we have demonstrated the atomic size effect on the radiation 
damage in quinary alloys for a simple representation of single phased bcc high-entropy alloys. 
The quinary alloys are modeled by alloying atoms with different atomic sizes and potentials. 
Results show that: 
1. The melting temperature of the systems decreases with atomic size mismatch factor δ, this 
is related to the lattice distortion and potential energy increase with δ. 
2. The cascade morphology changes with the PKA energy and the atomic size mismatch. The 
elastic deformation region increases with the atomic size mismatch, and further affect the 
displaced atom peak time and number. The high local strain further affect the annealing of the 
cascades by leaving clusters of defects in large δ systems.  
3. The relaxation time τd of the cascades increases with δ. For small δ systems, τd increases 
with the PKA energy, while in systems with large δ, the τd fluctuates more remarkably. The 
increase of τd is due to the slow annealing of the systems by the large local distortion.  
4. The number surviving defects is close to the NRT model values in small δ systems. When 
δ is larger than 0.04, the number of surviving defects is orders of magnitude larger than the 
NRT model. This reflects the huge susceptibility to defect in severe distorted system.  
5. For our purpose of demonstration, the current simulations use scaled pair potentials which 
is rather soft in the short range to represent the force field. The results are proved to be 
potential and atomic size dependent, and the results in some quinary cases are quite distinct 
from previous results in monatomic systems. Limitations of the current work should be noted 
when comparing with previous results.  
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1.4. Recrystallization in Quinary Systems 

 Previously, we have demonstrated the radiation damage through cascades in 
multicomponent alloys. The high temperature core in the cascade body induces local melting 
as indicated by the defect clustering and the crystalline to amorphous transitions in different 
systems. It is therefore interesting to investigate the recrystallization property in the 
multicomponent alloys. More specifically, how does alloying affect the recrystallization? 
This is of great importance since the mobility and the recombination of the Frenkel defects 
are affected by the local temperature rise. Accordingly, the relaxation time of the cascades 
and the surviving defect numbers are always connected to the recrystallization of the melting 
zone as the energy is dissipated during the thermal spike. The results of this effect have been 
discussed in the previous section. In this section, we will discuss and compare the 
recrystallization process in multicomponent systems in a less complicated but more general 
circumstance where the cascade behaviors is out of consideration. 
 Since the local melting in the cascade region is caged in the crystalline matrix, the 
nucleation of the melting zone can be assumed to happen at the liquid and solid interface. In 
this case, there is no need to consider the nucleation of the liquids after cascades. The main 
concern of this problem becomes the recrystallization rate in the multicomponent alloys. As 
we have illustrated before, the volume of the cascade cores are different by the PKA energy 
and the composition of the system, it is therefore necessary to consider a uniform method to 
evaluate the recrystallization.  
 Previously, the melting line of materials was studied to understand the equilibration 
properties of the liquid and solid phases. The competition of the two phases can be 
represented by the transformation of the melting lines [51]. For example, the melting 
temperature can be determined directly by the coexistence method from molecular dynamics 
simulations with reliable accuracy [52]. It is also feasible to study the recrystallization of 
metals though the characterization of the phases using proper order parameters [51, 53]. In 
this section, we adopt this method to study the recrystallization rate in multicomponent 
alloys.  
 

1.4.1. Simulation Methods 
   The simulation starts from the equilibration of bcc crystals at certain interested 
temperature well below the melting point of the system. The system contains 125,000 atoms 
and the lattice box size is 25×50×50 unit cells. The NPT ensemble is used to guarantee zero 
external pressure during the 200 ps equilibration. The crystal part of the coexistence is then 
saved for later joining. The melting part of system is then obtained separately from heating 
the crystal part to temperatures slightly above the melting temperate using the NVT ensemble 
to ensure identical number densities on both sides of the interface. It is then equilibrated for 
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another 200 ps and then fast quenched to the same temperature as the crystal part to obtain 
the supercooled liquid or glass state. Afterwards, the crystal part is bisected normal to the Z 
axis, and the atoms in the upper part is moved to positive Z axis by the length of the box in 
the Z direction. The quenched part is then sandwiched in between the crystal parts. The 
system is then relaxed briefly for 40 ps with fixed volume and temperature ensemble. The 
interface of the two phases are initially flat and the atoms from the two parts may be joined 
too close. To overcome this, the displacement of the atoms are controlled not to exceed 0.5 Å 
during the relaxation. Subsequently, the system is further equilibrated with the NVT 
ensemble for 1.2 ns for data collection. 

1.4.2. Results 
 Figure 14a shows a typical configuration of the simulation box after joining the 
crystalline and supercooled liquid parts. The crystalline and the amorphous phases have clear 
and straight interfaces. The interfaces gradually migrate as the competing two phases evolve 
during relaxation. After 36 ps at 1,400 K, the crystalline phase increases their volume and the 
interfaces move towards the center of the box as shown in Figure 14b.  

 
Figure 14. The crystalline-liquid coexistence simulation configuration of the Z-X projection 
right after joining (a). After relaxation of 36 ps at 1,400 K, the interfaces migrates towards to 
the center of the box as the volume of the crystalline phase increases, indicating the 
recrystallization process.  

 

 Since we are interested in the recrystallization rate in different systems, it is necessary to 
obtain the ratio of the two phases during evolution. Here, we follow the method of bond 

orientational order as introduced by Steinhardt [54]. Particularly, we find that the 6Ŵ  order 

parameter is rather useful to distinguish the atoms of icosohedral or bcc phases since the 
difference is about 12.6 times in the two phases. The icosohedral clustering is popular in 
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liquids and glasses. Thus, it is feasible to differentiate glass or liquid atoms from the 
crystalline atoms. Figure 15 shows the atomic position projection in the Z direction with the 

6Ŵ  parameter in a typical simulation. When the two parts of the simulation box are joined 

together, the clear interfaces in Figure 14a are reflected by the sharp boundaries of the narrow 

and wide transitions of the 6Ŵ  parameter. The boundaries are blurred and migrating towards 

to the center of the simulation box as the recrystallization proceeds. This also agrees with the 
observations in Figure 14b.  

 
Figure 15. Two examples of the atomic position in Z axis vs. the bond orientational order 

parameter 6Ŵ  distribution when joining and after 1.2 ns of relaxation at 900 K. 

 Here, it is necessary to consider the range of the 6Ŵ  distributions with temperature. For 

the perfect bcc lattice, the 6Ŵ  is strictly 0.0132. As the phonon vibrations with temperature 

are introduced, the angles between atoms deviate from the observations in perfect lattice. 

Consequently, the 6Ŵ  factor also fluctuates. Figure 16 shows the mean values and the 
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standard deviations of the 6Ŵ  parameter of atoms in the crystalline system with δ = 0.02 at 

various temperatures. As the temperature increases, the mean value of 6Ŵ  decreases from 

0.0132 at 300 K to 0.0082 at 1,500 K, and the standard deviation increases from 0 to 0.0077. 
The changes in the mean and standard deviation with temperatures seem to follow some 
quadratic polynomials. The reason for the mean value changes is unknown, but the standard 
deviation change is obviously connected with the phonon vibration amplitude, which also has 
a second order relationship with the temperature. Compared with the value of -0.1698 in the 
icosohedeal clusters, the mean and the standard deviation are still small. This is also true in 
systems with larger atomic size mismatch factors. The scatter points outside of the crystalline 
and the amorphous regions in Figure 15b represents the local defects in the crystalline matrix 

as the 6Ŵ  values of the clustering around these atoms are so close to the values for the 

amorphous state.  

 

Figure 16. The mean values and the standard deviations of 6Ŵ  in crystalline lattice with 

atomic size mismatch factor 0.02 at various temperatures.  

Note that the ranges of the two values changing with temperature are indeed far smaller 
than those in amorphous phase as illustrated in Figure 15. The fitted curves of the mean and 
the standard deviation with temperature both follow some quadratic polynomials in fashion, 
consequences of the thermal lattice vibration. 

 

 Up to now, we are able to calculate the recrystallization rate of the joining systems at 

various temperatures. We calculate the number of atoms with the 6Ŵ  values falling in the 

range of 95% the minimum and maximum 6Ŵ  values of relaxed crystalline at corresponding 

temperatures. These atoms are identified as crystalline atoms. An error associated with this 
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scheme is that the atoms in the amorphous region with 6Ŵ  values still in that range are still 

treated as crystalline. The error in the high temperatures is larger due to the wider range of 

the 6Ŵ  factor as the lattice vibration amplitude is larger. In this case, the error is slightly 

higher for higher temperature simulation. It is the same situation in systems with larger 
atomic size mismatch factors. However, the amount of atoms contributes to the error is 
limited, about 5-8% of the total system. The error improves in systems where 
recrystallization proceeds since the amorphous volume decreases. In all, this method is 
acceptable for a rough evaluation.   

 Figure 17 through Figure 20 show the evolution of the fraction of the crystalline atoms 
for systems simulated with different δ and T. The number of crystallized atoms is Nx and the 
total number of atoms is N. At the beginning of the simulation, the ratio is around 0.5. In 
some high temperatures, the ratio is slightly larger due to the error noted before. As shown in 
Figure 17 for the δ = 0.01, the crystalline atom fraction increases with time due to 
recrystallization. The slope of this fraction, which is the crystal growth rate, seems to be 
dependent on the equilibration temperature. The growth rate increases generally with the 
temperature from 800 K to 1,500 K. It is the same case for δ = 0.02 and 0.03 quinary systems 
as shown in Figure 18 and Figure 19. The crystal growth rate at 1,400 or 1,500 K is slightly 
smaller in these systems. The crystalline ratio finally saturates to ~ 0.94, which is slightly 
below 1 due to the surviving defects after recrystallization. The major difference in the three 
systems is that the growth rate decreases with increase in the atomic size mismatch factor at 
all temperatures. For example, at 800 K, it takes 150 ps to finish the growth in the δ = 0.01 
system, while it takes about 2,200 ps in the δ = 0.03 system. The same fashion also applies to 
the high temperature cases at 1,500 K. The crystal growth rate is calculated and can be 
explained [55]:  
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           (Eq. 5) 

Here, l is the average atomic diameter, n is the average atomic volume, η is the viscosity, and 
∆G is the free energy difference from melting. Since the simulated temperatures are below 
the melting, ∆G and η are positive and they decrease with T. Consequently, the growth rate 
increases with T.  
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Figure 17. The evolution of the ratio of crystalline atoms Nx in the N atom joining quinary 
systems when δ = 0.01 at various temperatures. The ratio starts from 0.5 and finally 
equilibrates to 0.94 due to the surviving structure defects. 

 
Figure 18. The same evolution of the crystalline atom ratio in the δ = 0.02 quinary systems at 
various temperatures. Note that the decreasing slopes of the curves before saturation indicate 
the slower recrystallization speeds. 

 

Figure 19. The same evolution of the crystalline atom ratio in the δ = 0.03 quinary systems at 
various temperatures. 
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Figure 20. The same evolution of the crystalline atom ratio in the δ = 0.04 quinary systems at 
various temperatures. Note that at temperatures below 1200 K, the recrystallization is very 
slow. At 1300 and 1400 K, the recrystallization finishes until 94% of the atoms are bcc. 
However, at 1500 K, it ceases when Nx/N = 0.7. 

 Figure 20 and Figure 21 show occasions which are different from the previous three 
systems. In the quinary system with δ = 0.04, at lower temperatures below 1,200 K, the 
fraction of the crystalline atoms increases very slowly as indicated by the small slope of the 
curves. The fraction of the crystalline atoms never exceeds 0.65 below 1,200 K. This may due 
to the low kinetic driving force as the first term of Eq. 5 due to the low temperature and high 
viscosity. However, as T increases to 1,300 and 1,400 K, the recrystallization finishes until 
the fraction reaches 0.94 after 6,000 and 4,000 ps, respectively. Note that the amorphous 
regions are almost fully recrystallized as compared with the small δ systems. As T further 
increases to 1,500 K, recrystallization almost stagnates when the fraction reaches 0.7. This is 
suggestive that this temperature is too close to the melting temperature (~ 1600 K as shown in 
Figure 20) so that driving force is not enough to assist high rate of growth. This also explains 
the slight decrease in the growth rate at higher temperatures in small δ systems. In the δ = 
0.05 system as shown in Figure 21. It is obvious that at lower temperatures below 900 K, 
there is barely no recrystallization and the crystalline/amorphous interfaces are maintained. 
When the temperature increases to 1,000 K, the crystalline ratio slowly decreases with time, 
indicating that the crystalline region is slowly encroached by the supercooled liquid. At high 
temperatures such as 1,100 and 1,200 K, the ratio of crystalline atoms decreases to 32% and 
24%, indicating that about 40% - 50% of the crystalline atoms transformed into glass 
(amorphization). At temperatures above 1,200 K (not shown here), the amorphization of the 
crystalline region is rather fast and the thermal vibration magnitude of the crystalline lattice is 
large due to the lower melting temperature. 
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Figure 21. The evolution of the crystalline atom ratio in the δ = 0.05 quinary systems at 
various temperatures. It is obvious that at lower temperature, there is practically no 
recrystallization and the crystalline/amorphous interfaces are maintained. When the 
temperature increases, the amorphous region encroached into the crystalline region slowly. At 
high temperatures such as 1100 and 1200 K, the ratio of crystalline atoms decreases to 32% 
and 24%, indicating that about 40% - 50% of the crystalline atoms transformed into glass. 

 

 Figure 22 shows the crystal growth rate calculated by the fraction of crystalline atoms 
per nano second in the five quinary systems simulated. For the atomic size mismatch factor δ 
smaller than 0.04, the trend is clear that generally by decreasing the atomic size mismatch 
and increasing the temperature, the recrystallization rate increases. Further increasing δ to 
0.05, the recrystallization is impossible in this system and the amorphization takes over due 
to the instability of the crystalline structure. 

 

Figure 22. The crystal growth rate in the systems simulated. For atomic size mismatch factor 
δ smaller than 0.04, the trend is clear that generally by increasing the atomic size mismatch 
and the temperature, the recrystallization rate increases. Further increasing δ to 0.05, the 
recrystallization is impossible in this system and the reamorphization takes over due to the 
instability. 
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1.4.3. Discussion and Conclusions 
 Through the two phase coexistence equilibration simulations at difference temperatures 
below the melting temperature, we are able to determine the crystal growth rate in quinary 
systems. By combining the results from Figure 17 to Figure 22, we can have a general picture 
of the atomic size effect on the crystal-amorphous phase transformations as illustrated in the 
time - temperature - transformation diagram in Figure 23. For monatomic and quinary 
systems with small δ, the transformation starting and finishing lines of the C curves are close 
with each other at the upper left region of the plot. This reflects the fast crystal growth rate at 
higher temperatures. However, as δ increases, the melting temperature and the glass 
temperature decreases. The C curves move towards the lower right corner of the diagram and 
the starting and finishing lines are separated further apart from each other reflecting the slow 
growth rate. The nucleation times of the quinary systems are not studied by the current 
methods. However, the longer incubation time is safely presumed since the slow growth rate 
is due to the slow atomic transportation. We also assumed that the critical cooling rate for 
obtaining the glass structure is slower in large δ systems. This is also confirmed by the 
cascade results in the previous section that the close cooling rate in the δ = 0.05 system 
results in having more amorphous atoms.  

 Through these studies, we now have a semi-quantitative understanding of the atomic size 
effect on the recrystallization behavior of the multicomponent systems. The TTT diagram can 
be used to determine the working condition of the multicomponent alloys under radiations. 
For example, for a given composition, we can estimate the optimal temperature and radiation 
flux which allow maximum recrystallization. This can also be applied vice versa. Under 
certain temperature and radiation flux, it suggests the proper atomic size mismatch factor for 
the composition of the structure alloy to have good rehabilitation after amorphization. 
Combined with the results of cascades study, we have demonstrated how the atomic size 
effect plays its role in the radiation damage in structural alloys. 
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Figure 23. A schematic illustration of the temperature - time - transition (TTT) diagram. The 
position of the C curves indicating relationship of the waiting time, atomic size mismatch 
factor, and the critical cooling rate for recrystallization (C region) and stable glasses (A 
region) in quinary systems. 

 

1.5. First-Principles Calculations of Atomic-Level Stresses 

High-entropy alloys involve five or more elements, and it is extremely time-consuming to 
create interatomic potentials among these components accurate enough to reflect the 
chemical effects. The problem of interatomic potential can be circumvented by using the 
first-principles calculations based upon the density functional theory. However, such studies 
can be performed only for small systems (typically ~ 200 atoms) when the molecular 
dynamics simulation is required. For this reason in the majority of the research discussed 
above, we utilized a model potential (a pair-wise potential for iron) scaled to reflect the 
atomic size effect.  

At the same time, we are calculating the atomic level stresses using the first-principles 
calculation on selected high entropy alloy systems, FeCoNi, FeCoNiCr, CoCrFeNi, and 
CoCrFeNiAl. The primary purpose of the present research is to separate the atomic size effect 
from the chemical effect. We already know that the charge transfer plays an effect as large as 
the atomic size effect in determining the atomic level stresses [39]. But the charge transfer 
effect can be estimated from the electro-negativity, allowing separation from the atomic size 
effect. We are using VASP code for generating relaxed structure of 264 atoms of each type. 
The Locally Self-Consistent Multiple Scattering (LSMS) code in the atomic sphere 
approximation (ASA), developed at the ORNL, is used to calculate atomic level stresses in 
these systems. The Jorvik cluster computer at ORNL is used for the computational work. The 
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results will set the stage for the next step of the research to be conducted in the future. 

 

1.6. Summary and Conclusions 

 In this task, we have demonstrated the radiation damage and the recrystallization 
behaviors in multicomponent alloys through molecular dynamics simulations. It was found 
that by alloying with atoms of different sizes, the atomic level strain increases, and the 
propensity of radiation induced crystalline to amorphous transition increases as the defects 
cluster in the cascade body. Recrystallization of the radiation induced supercooled liquid or 
glass regions show that by tuning the composition and the equilibrium temperature, the 
multicomponent alloys can be healed. The crystalline-amorphous-crystalline transitions 
predict the potential high radiation resistance in multicomponent alloys. It is suggested that 
the development of potentials for multicomponent systems, studies on the radiation in 
polycrystals of high-entropy alloys are needed to improve the understanding of radiation 
damages for future structure material development using these alloys.  
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2. Task 2: Radiation Behavior of HEAs 

The objective of the second task is to perform irradiation studies, which will provide the 
critical understanding and data to validate computational predictions in Task 1, of the HEA 
behavior under high irradiation doses, such as 100 dpa, at temperatures to 700 °C. The 
experimental validation is essential to the assessment and development of the materials to be 
used in next-generation nuclear reactors. 

2.1. Introduction 

High-entropy alloys (HEAs), proposed by J. W. Yeh in 1995 [56], are novel materials 
with unique compositions and tailored applications. In contrast to traditional alloy systems, 
the HEAs are defined as solid solution system with equal or nearly equal atomic-ratios upon 
five principal elements. The multicomponent HEAs have superior mechanical properties [57] 
and become potential candidates in extreme environments, which suits for next-generation 
nuclear systems. Advanced reactor materials are required to operate at higher temperature, 
more than 700 oC. It is believed that the HEAs are thermal-dynamically stable at elevated 
temperature due to the higher entropy of mixing that minimizing the driving force, lowering 
the tendency of oxidation and phase transformation. In addition, equimolar concentrations 
suppress the atomic diffusion of constituent elements.  

HEAs also shows good high temperature strength and fatigue resistance [58, 59]. 
However, the radiation damages by energetic neutrons are not clear in HEAs. Egami et al. [6] 
recently discussed that various sizes of solute atoms leads severe lattice distortion and high 
atomic-level stresses, which can effectively reduce the formation of extended defects. The 
objective of this present study is to investigate micro-structural evolution under heavy ion 
irradiation of AlCoCrFeNi and AlCuCrFeNi quinary HEAs. Total three types of HEAs were 
fabricated and followed by mechanical property measurement. Scanning electron microscope, 
atomic force microscope, and transmission electron microscope are performed for 
post-irradiation characterization.  

 

2.2. Experimental Procedure 

2.2.1. Materials preparation 

AlCoCrFeNi and AlCuCrFeNi quinary HEAs were arc-melted under vacuum and casted 
into a plate with dimension of 127 x 305 x 19 mm. Three types of as-cast HEAs are 
Al0.1CoCrFeNi, Al0.3CoCrFeNi, and Al0.5CuCrFeNi2. The density of the HEAs measured to 
be 7.11 g/cm3 using Archimedes method. Further heat-treatment were implemented with hot 
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isostatic pressing (HIP) at elevated temperature. Metal forging technique was also conducted 
compared to HIP process. The treated plates were then sectioned by electrical discharge 
machining (EDM) to 18 x 8 x 1.5 mm. Specimens are polished down to micro-meter size 
alumina till mirror quality prior to the irradiation. 

 

2.2.2. Irradiation condition  

 The Stopping and Range of Ion in Matter (SRIM) software was used to acquire the 
damage profile and implanted ion concentration. 5 MeV nickel (Ni) and 10 MeV gold (Su) 
were selected to study radiation effected in three types of HEAs. Figure 24 shows the dpa vs 
depth with full-cascade calculation. The peak damage created by 5 MeV Ni and 10 MeV Au 
are 1.7 um and 1 um, respectively. The peak concentration of implanted ions are below 0.4 
at%.  

 

Figure 24. Damage profile of 5 MeV Ni and 10 MeV Au at fluence of 2 x 1016 ions/cm2. 

 

   As for the high temperature irradiation, the thermal couple was clamped onto sample 
surface and closely monitored throughout the experiment. The temperature fluctuation is less 
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than 1 oC. Figure 25 shows the experiment setup for the Al0.3CoCrFeNi, including the 
irradiation areas of different fluences and temperature control. Each area is larger than 3 x 3 
mm, which can be used for further mechanical properties characterization. The masked areas 
was denoted as reference, which is not irradiated.  

 

 

 

Figure 25. Illustration of irradiation setup and temperature feed-back. 

 

2.3. Characterizations 

2.3.1. Al0.5CuCrFeNi2 

As-cast Al0.5CrCuFeNi2 specimens are examined with SEM. Two phases were observed 
from the polished surface. Figure 26 is the typical SEM image with backscattered detector 
and energy dispersive spectroscopy (EDS) mapping. The feature with lighter contrast in (a) 
indicates copper rich phase. In addition, Table 3 summarized the EDS spectra taken from 5 
different spots across the matrix and lighter contrast phase. Spot A and B referred to the phase 
with lighter contrast, and EDS showed enriched copper and aluminum concentration. It 
suggests that the precipitation may form and separate from the matrix during processing. 
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Figure 26. Elemental mapping of the Al0.5CuCrFeNi2 

 

Table 3. EDS spectra of element concentration. 

Element Al (at.%) Cr (at.%) Cu (at.%) Fe (at.%) Ni (at.%) 

A 11.22 7.93 55.41 5.79 19.65 

B 12.22 7.02 51.20 6.12 23.44 

C 9.03 19.41 15.10 18.44 38.02 

D 7.57 20.67 12.91 21.21 37.64 

E 6.38 20.95 12.19 22.23 38.25 

 

The nanoindentation was performed on Al0.5CrCuFeNi2 to study the mechanical 
properties. The measurement is conducted with Hysitron TriboScope coupleed to a 
Quesant atomic force microscope (AFM). The indenter for the test is a 
non-conducting-diamond NorthStar cubic shape with 40 nm tip radius. During the test 
cycle, the max load is 9000 µN, and five indentation tests were performed to have better 
statistics. Figure 27 shows the typical graph of loading/unloading curve with penetration 
depth. For each max load, ten seconds holding time was applied.  
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Figure 27. Load-Displacement curves of the Al0.5CuCrFeNi2 

With the help of Oliver–Pharr approach, the reduced contact modulus (Er) of the 
Al0.5CrCuFeNi2 can be calculated using the top portion of unloading curve. The modulus 
Er is plotted in Figure 28 with applied loading. The decrease of the reduced contact 
stiffness with the indentation load was caused by the overall effect of the stress-assisted 
formation of the excessive free volume and the nucleation and formation of voids. 

 

 

Figure 28. Effect of the indentation load on the reduced contact modulus 

 

Furthermore, the hardness shows the same trend in Figure 29 which decreases with 
increasing applied load. The excessive free volume as generated during the indentation 
increases with an increase in the indentation load, and the plastic deformation zone 
increases with the indentation load. Even though more excessive free volume is 
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nucleated during the indentation, the specific growth rate of the plastic zone is higher 
than the specific nucleation rate of excessive free volume. This leads to a decrease in the 
average concentration of the excessive free volume.  

 

 

Figure 29. Dependence of the indentation hardness on applied load. 

 

2.3.2. Al0.1CoCrFeNi  
As-cast Al0.1CoCrFeNi specimen has undergone hot isostatic pressing (HIP) process at 

1,477 K and 100 MPa for 4 hours. High purity argon was flowing during the heat treatment. 
After HIP process, the specimen was cool down to 615 K in 3 hours and further down to 500 
K in 1 hour. X-ray diffraction (XRD) was performed on seven polished HIP specimen. Figure 
30 shows the typical 2-theta scan spectra. It is worth noting that some of the HEAs possess 
nano-crystalline or even amorphous structure due to the size of the solute and possible 
nucleation rate differences. However, some distinguishable peaks can be identified as 
face-centered cubic (FCC) structure [(111) 2θ = 43.8169°, (002) 2θ = 51.0013°, (022) 2θ = 
75.0394°]. With known d-spacing, the lattice parameter a = 3.57 Å can be calculated. In 
addition, SAD patterns were acquired from TEM analysis to confirm the crystal structure. 
Figure 31 shows typical electron diffraction patterns of the FCC crystal structure along the 
[110] zone axis.  
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Figure 30. The XRD 2-theta scan of the Al0.1CoCrFeNi HEA. 

 

 

 

Figure 31. The electron diffraction of as-HIP Al0.1CoCrFeNi taken with (a) selected area 
aperture and (b) condense aperture. 

 
The first objective of the heavy ion irradiation is to study the swelling resistance by using 

AFM to measure the volume changes before and after irradiation. Each Al0.1CoCrFeNi 
specimens were masked to have the reference as un-irradiatied area. The as-HIP 
Al0.1CoCrFeNi specimens were then irradiated with 10 MeV Au ions to the fluences of (1) 1 
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× 1014 ions/cm-2, (2) 1 × 1015 ions/cm-2, (3) 5 × 1015 ions/cm-2, and (4) 1 × 1016 ions/cm-2, and 
the corresponding peak damage level are 1.34 (H1), 13.4(H2), 67(H3) and 134(H4) dpa, 
respectively. The temperature during the irradiation was monitored and recored as 80 oC. The 
dose rate was 7.4×1010 Ion·cm-2·s-1, and the peak Au concentration is 0.26 % based on 
SRIM calculation. Figure 32 shows the AFM images taken from the irradiated specimens, 
which half of the surface was masked as reference. The H1 with the lowest fluence is not 
shown here cause no difference was observed. There is a clear boundary and color contrast 
between irradiated region and masked region. In order to measure the height difference, 
multiple line scan across the boundary were performed to have better statistics. 

 

 

 

Figure 32. The AFM images of Al0.1CoCrFeNi specimen after 10 MeV Au irradiation (a) H2, 
13.4 dpa, (b) H3, 67 dpa and (c) H4, 134 dpa. 

 
The height difference measurements are plotted in Figure 33. The red lines are drawn to 

fit the real surface and guide the height subtraction between irradiated and masked surface. 
The measured Δh of H2, H3, and H4 are 4.05 nm, 13.36 nm, and 23.45 nm, respectively. 
Furthermore, the volume swelling can be calculated with the ion projected range at 
approximately 2 um below the surface. Figure 34 shows the volume swelling changes as a 
function of dpa throughout the ion projected range, including peak dpa and average dpa. The 
peak swelling of Al0.1CoCrFeNi HEAs is 1.2% at 70 dpa (average). The swelling rate is quite 
low compared to Austenitic steel which is 1% dpa. 
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Figure 33. The depth profile of line scans across the boundary (a) H2, 13.4 dpa, (b) H3, 67  
dpa and (c) H4, 134 dpa. 
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Figure 34. The evolution of volume swelling as a function of dpa 

 
Cross-sectional TEM analysis were performed on the Au irradiated Al0.1CoCrFeNi 

specimen with fluence 1 × 1016 ions/cm-2. No clear evidence show the voids or dislocations 
due to the sample thickness. However, SAD patterns revealed the microstructural changes. 
Figure 35 is the typical BF TEM image with red line denoted to the true surface. Five SAD 
patterns were taken at different depth below the surface at (1) 500 nm, (2) 1000 nm, (3) 1500 
nm, (4) 2000 nm, and (5) 2500 nm. Based on SRIM calculation the peak damage of 10 MeV 
Au locates at 1 um and the SAD patterns shows the ring-like structure in Figure 36. The 
irradiation-induced amorphization was observed throughout ion projected range (including 1, 
2, 3, and 4). Area 1 and 2 shows fully amorphized structure and mixed amorphous/ crystalline 
structure at deeper depth. Area 5 is beyond the ion projected range which remains FCC 
structure. 
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Figure 35. BF TEM of Au irradiated Al0.1CoCrFeNi specimen with fluence 1 × 1016 ions/cm-2. 
Five SAD patterns were taken as numbered. 

 

 

 

Figure 36. The SAD patterns along [110] zone axis at different depth. 

 

 

2.3.3. Al0.3CoCrFeNi 

Two sets of Al0.3CoCrFeNi HEAs samples are selected for the irradiation study. The first 
set of Al0.3CoCrFeNi HEAs has gone through hot isostatic pressing (HIP) after cast process. 
The second set of Al0.3CoCrFeNi HEAs is forged and followed by additional annealing. Both 
as-received samples possess single face-centered cubic (FCC) structure. According to 
Electron backscatter diffraction analysis (EBSD), the grain size of as-HIPed samples and 
as-forged samples are around 500 um and 50 um, respectively. 

The experiments were carried out at University of Tennessee ion beam materials 
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laboratory (IBML). Two sets of samples (HIPed and forged) were irradiated with 5 MeV Ni 
ions at room temperature and 400 oC. Four different fluences of 2 x 1014, 1 x 1015, 2 x 1015, 2 
x 1016 ions/cm2 were performed at both temperatures. The Stopping and Range of Ions in 
Matter (SRIM) is used to obtain damage accumulation in HEAs samples, and it is 
summarized in Table 4. Both Kinchin-Pease (KP) and full cascades models for displacements 
per atom (dpa) calculation are reported. Peak damage region is at around 1.7 um below the 
surface and peak concentration of implanted Ni ion is roughly 0.35 at. %. The damage rate 
was kept at 9 x 10-3 dpa/sec. 

 

Table 4. Fluence, peak dpa, and experiment time used of 5 MeV nickel irradiation. 

Fluence 
(ions/cm2) 

Peak  dpa 
(KP model) 

Peak  dpa 
(full cascades) 

Peak ion 
concentration 

(atomic%) 

Implantation time 

2e14 0.296 0.647 0.00382 1 min. 12 sec. 

1e15 1.48 3.24 0.0191 6 min. 

5e15 7.39 16.2 0.0955 30 min. 

2e16 29.6 64.7 0.382 2 hr. 

 
 Total six samples were irradiated and summarized in Table 5. The first cross-sectional 
TEM specimen was made from F2, which covers the highest damage accumulation. 
Cross-sectional specimens for transmission electron microscope (TEM) are prepared using 
Zeiss Auriga duo-beam focused ion beam (FIB) system. Traditional patterns of lift-out 
technique were milled away from the point of interest, which covered by 2 um thick platinum 
(Pt) protection strip. Figure 37 shows the snapshot while the lamella before the lift-out. The 
manipulator will be inserted and transfer the specimen to TEM grid for final polish. Average 
thickness of TEM specimen is 50 nm. TEM was conducted via ZEISS LIBRA 200 with 200 
kV acceleration voltage. Both bright field (BF) TEM and selected-area diffraction pattern 
(SAD) were carried out for microstructure characterization.  
 

Table 5. Summary of irradiations performed on Al0.3CoCrFeNi samples. 

Sample Processing method Irradiation temperature (°C) Fluences 
(ions/cm2) 

H1 HIP 25 (room temperature) 2e14, 5e15 
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H2 HIP 25 1e15, 2e16 

F1 Forged 25 2e14, 5e15 

F2 Forged 25 1e15, 2e16 

H3 HIP 400 2e14, 5e15 

F3 Forged 400 2e14, 5e15 

 

 

Figure 37. TEM cross-sectional specimen before lift-out 

 Figure 38(a) shows the traditional BF-TEM image of the F2 irradiated sample after 
lift-out. The specimen was prepared from the highest fluence area (2 x 1016 ions/cm2.), 
corresponding to roughly 60 dpa at peak. The surface Pt protection layer was milled to 
achieve thickness of electron transparency. Depth was plotted for guidance. The peak damage 
region is 1.7 um below the surface, based on SRIM calculation. Traditional radiation damages 
are not observed in the Figure 38(b), including voids or dislocations. The irradiated region 
remains crystalline and shows no difference compared to bulk (un-irradiated) region. The 
region beyond the ion projected range is referred as un-irradiated (bulk). Figure 39 shows the 
close look at depth 1.7 um below the surface. The darker contrast is due to the nature of the 
thin metal foil prepared by FIB lift-out technique. The bending of the specimen can be 
expected after reach the critical thickness. Besides the stress cause by thinning process, the 
microstructures retain. 
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Figure 38. BF TEM images of F2, lift-out from the 2 x 1016 ions/cm2. (a) Depth below the 
surface was marked to guide. (b) Peak damage region with 1.7 um below the surface. 

 

 

Figure 39. BF TEM images of F2, lift-out from the 2 x 1016 ions/cm2. 
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 Further investigation was conducted using SAD patterns to reveal the microstructures. 
Figure 40(a-b) shows single face-centered cubic crystal structure with [110] and [111] 
orientation, respectively. It matches with the result from EBSD analysis. In addition, with the 
help of SAD patterns, the lattice parameter 3.75Å  of the as-forged specimen was obtained. 
The lattice parameter remains the same in the irradiated region. Same characterization was 
done of the other fluence in F2. Specimen was lifted out from the 1 x 1015 ions/cm2 area. The 
depth is marked as 1.7 um for the peak damage region. Figure 41 shows the BF TEM images 
of F2 with fluence 1 x 1015 ions/cm2. No voids or dislocations were observed. The crystal 
structures remain FCC (SAD patterns not shown here). 
 

 

Figure 40. SAD images of F2, lift-out from the 2 x 1016 ions/cm2. (a) [110] zone axis. (b) [111] 
zone axis 

 



61 
 

 

Figure 41. BF TEM images of F2, lift-out from the 1 x 1015 ions/cm2. (a)Depth below the 
surface was marked to guide. (b) Peak damage region with 1.7 um below the surface. 

2.4. Summary and Conclusions 

 Three types of HEAs were fabricated from AlCoCrFeNi and AlCuCrFeNi quinary 
alloys. Heat treatment, such as hot isostatic pressing (HIP) process, metal forging and 
annealing,  were applied to strengthen the HEAs. Hardness and reduced contact modulus 
were measured using nano-indentation test. Heavy ion irradiation were performed using 10 
MeV gold and 5 MeV nickel to study radiation effects. Scanning electron microscope (SEM) 
was conducted for checking the composition and uniformity. Crystal structures of HEAs 
specimen were identified using X-ray diffraction (XRD) and electron diffraction patterns. 
Post irradiation analysis were carried out on atomic force microscope (AFM) and 
transmission electron microscope (TEM). 
 

1.  Al0.5CrCuFeNi2 shows phase separation upon the presence of copper. SEM confirmed 
the copper-aluminum rich precipitation from the matrix. Nano-indentation was performed 
to measure reduced contact modulus and hardness. Both hardness and contact modulus 
show the same trend as increasing applied load, and it indicates that excessive free volume 
may alter the growth rate of the plastic zone. 
 

2.  As-cast Al0.1CoCrFeNi specimen undergone hot isostatic pressing (HIP) process and 
steady cooling rate which mitigate the quenching effect. X-ray diffraction (XRD) and TEM 
electron diffraction pattern confirmed the crystal structure to be face-centered cubic (FCC) 
with lattice parameter 3.57 Å. The heat-treated Al0.1CoCrFeNi was irradiated with 10 MeV 
Au from 1 × 1014 ions/cm-2 to 1 × 1016 ions/cm-2.  The swelling behavior was 
characterized by atomic force microscope (AFM) and swelling rate is approximately 



62 
 

0.02%/ dpa. Cross-sectional TEM reveals the microstructure evolution after Au irradiation. 
Selected area diffraction (SAD) patters show irradiation-induced amorphization throughout 
the ion projected range. Within the peak damage region, amorpous ring is observed and a 
mixture of amorphous/ crystalline structure at deeper depth. 
 

3. The Al0.3CoCrFeNi HEAs shows good radiation resistance up to 60 peak dpa. No voids 
or dislocations are observed. The crystal structures remain FCC before and after 5 MeV Ni 
irradiation. Higher dpa might be required to study defects formation mechanism.  
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3. Task 3: Thermodynamic Calculations and Modeling of HEAs 

The objective of the proposed work is to gain critical knowledge of HEAs with potential 
applications in nuclear reactors and related elevated-temperature and high-pressure systems 
by combining both theoretical-modeling and focused-experimental endeavors. CompuTherm 
focused on Task 3 to work on thermodynamic modeling of the Al-Co-Cr-Fe-Ni HEA quinary 
system using the CALculation of PHAse Diagrams (CALPHAD) approach, and the available 
literature experimental data were used for comparison. It enables us to calculated phase 
diagrams, which are useful guidelines for the development and processing control of HEAs. 

3.1. The CALPHAD Approach 

The CALPHAD approach [60] is a phenomenological thermodynamic methodology to 
obtain a thermodynamic description of a multicomponent system as shown in Figure 42. The 
term thermodynamic description means that the parameters for the Gibbs energies of all the 
phases in a system are known. The first step in developing a thermodynamic description of a 
multicomponent system is to collect thermodynamic and phase equilibrium data of the 
systems of interest from the literature for the lower-order systems, normally binaries and 
ternaries. However, if such data are not available, it becomes necessary to first obtain 
experimentally determined and/or first principles calculated enthalpies as well as 
experimentally measured phase equilibria for the binaries.  The model parameters of the 
phases involved are obtained in terms of the available data of interest.  Care is always taken 
to be sure that the parameters of these Gibbs energies are physically realistic instead of 
relying purely on the optimization [61]. This is particularly true when limited data are 
available.  It is noteworthy to point out, once we have the binary descriptions, we can 
minimize the amount of experimental effort involved for the ternaries. In other words, a 
preliminary thermodynamic description of this ternary can be obtained from those of its 
constituent binaries [61]. A preliminary ternary phase diagram of the system in question can 
be calculated using the estimated thermodynamic description; this calculated phase diagram 
can be used to identify few key alloys for experimental investigation. In addition, extensive 
experience has shown that a reliable description of a quaternary system can be obtained from 
those of the lower order systems except for the cases when a new quaternary phase forms or 
the range of homogeneity of a particular phase extends to the quaternary compositional space. 
The CALPHAD approach makes it possible to obtain multi-component phase diagrams not 
only for basic materials research in related areas such as solidification and solid state 
transformation but also for alloy design and processing development and improvement. This 
is especially useful for commercial alloy systems, which are normally multi-component 
systems and lack of experimental data. Key experiments aiming at giving the maximum 
amount information can be provided with the aid of the calculated phase diagrams. Thus the 
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experimental effort is minimized comparing with the approach based on try and error.  
 

 
Figure 42. The CALPHAD or phenomenological approach used to obtain a thermodynamic 
description of a multi-component system. 

 

In order to describe the Gibbs energy of the alloying components and different phases 
involving in the system, several thermodynamic models are needed: 

3.1.1 Elements 

The Gibbs energy of the pure element i, with a certain structure, , referred to the 
enthalpy of its standard state at 298.15K, is described as a function of temperature by the 
following equation: 

97132o ln)(   hTgTfTeTdTTcTbTaTGi
                        (3.1) 

The values of the coefficients a…h are taken from Dinsdale [62]. 

For elements that display a magnetic ordering, such as Ni, an additional term magG is 
added to the molar Gibbs energy on the right hand side of the formula: 

)()1ln( *T
TfRTGmag                                                    (3.2) 

where t* is the critical temperature for magnetic ordering, and  the average magnetic 
moment per atom of the alloy expressed in bohr magnetons. values of the coefficient  and 
the expression of function f are also taken from Dinsdale [62]. 
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3.1.2. Substitutional Solution Model 

The liquid, Fcc_A1 and Bcc_A2 phase were all modeled as substitutional solutions and 
the molar Gibbs energy is described as: 


m

ex
m

id
m

ref
m GGGG                                              (3.3) 

The term 
m

ref G  defines a surface of reference, which is 

 
i

iim
ref GxG  0                                                   (3.4) 

where ix  is the mole fraction of element i, and the quantity 
iG0 , molar Gibbs 

energy of the element i with the structure φ. 

The term 
m

id G  is related to the molar configurational entropy, which is 


i

iim
id xxRTG ln                                                 (3.5) 

and the excess ternary Gibbs energy 
m

ex G  is 


kjikjikjkjkikijijim

ex LxxxLxxLxxLxxG ,,,,,                             (3.6) 

where 

jiL , , 

kiL ,  and 
kjL ,  are the interaction parameters from the constituent binaries 

respectively, which can be described by the Redlich-Kister polynomial [63] with temperature 

dependent coefficients. the ternary interaction parameter 

kjiL ,,  is: 


kkjjiikji LxLxLxL ,,                                             (3.7) 

where 

iL , 

jL  and 
kL  represent the interaction on the liquidus surface in the three 

corners of the ternary system, respectively. 

3.1.3. Stoichiometric Compound Model 

The Gibbs energy of a binary stoichiometric compound qpBA , 
mG , is described as a 

function of temperature only: 

 
i

qpfim BAGxiGG )(0,                                          (3.8) 
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where ix  is the mole fraction of component i, and 0,
iG  represents the Gibbs energy of 

component i with the  structure; )( qpf BAG , which is normally a function of temperature, 

represents the Gibbs energy of formation of the stoichiometric compound. If )( qpf BAG  is 

a linear function of temperature: 

)()()( qpfqpfqpf BASTBAHBAG                                (3.9) 

then )( qpf BAH , and )( qpf BAS  are the enthalpy and entropy of formation of the 

stoichiometric compound. Equation (3.8) can be readily extended to a multi-component 
stoichiometric compound phase. 

3.1.4. Compound Energy Formalism (CEF) 

An ordered intermediate phase can be described by a variety of sublattice models, such 
as the compound energy formalism [64-66] and the bond energy model [67, 68]. In these 
models the Gibbs energy is a function of the sublattice species concentrations and 
temperature. The Gibbs energy of a binary ordered phase described by a two-sublattice 

compound energy formalism qp BABA ),(:),(  can be written as: 
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where I
iy  and II

iy  are the species concentrations of component i in the first and second 

sublattices, respectively. The first term on the right hand of the equation represents the 
reference state with the mechanical mixture of the stable or hypothetical compounds: A, 

qpBA , qp AB  and B. 

jiG :  is the Gibbs energy of the stoichiometric compound qp ji with the 

  structure. The value of 

jiG :  can be obtained experimentally if qp ji  is a stable compound, 

or it can be a model parameter obtained by optimization using experimental data related to 
this phase. Recently, first-principles calculations have also been used to obtain such a value 

for an unstable qp ji  compound. The second term is the ideal mixing Gibbs energy which 

corresponds to the random mixing of species on the first and second sublattice. The last three 
terms are the excess Gibbs energies of mixing. The “L” parameters in these terms are model 
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parameters whose values are optimized using the experimental phase equilibrium and 
thermodynamic data. These parameters can be temperature dependent. In this equation, a 
comma is used to separate species in the same sublattice, whilst a colon is used to separate 
species belonging to different sublattices. The compound energy formalism can be applied to 
phases in a multi-component system by considering the interactions from all the constituent 
binaries. Additional ternary and higher-order interaction terms may also be added to the 
excess Gibbs energy term. 

In order to obtain reasonable and reliable model parameters of the above models, 
optimization is necessary. The optimization is the processing to ultimately obtain the 
parameters of the Gibbs energy function of each phase, which will make the thermodynamic 
description to account for the known experimental data but also able to extrapolate beyond 
the ranges of temperature and composition were data are available. This is achieved when 
proper thermodynamic models are used for the phases in question. Needless to say, the broad 
thermodynamic knowledge of the person who uses the optimization tools also matters. In this 
study, the optimization was performed using PanOptimizer [69] and all phase diagram 
calculations were carried out using Pandat [69]. Usually, the following steps were adopted 
during thermodynamic optimization [70]: 

(a) Collecting and categorizing the thermodynamic and phase equilibrium data. In 
principle any kind of experimental datum that is explicitly or implicitly linked to 
Gibbs energy can be used as input for optimization. 

(b) Evaluating the collected data critically for essentially eliminating bad and 
contradictory data. Critical evaluation requires considerable expertise and some 
familiarity with different experimental techniques. It is important that one must make 
a record of details such as the technique used, the phases present, the purity of the 
samples, the experimental conditions, the quantities measured and their reliability, etc. 
Frequently, difficulties occur during the optimization primarily due to poorly 
evaluated experimental data such as contradicting data, theoretically unacceptable 
data as the inputs! 

(c) Assigning the proper starting values in the computerized thermodynamic 
optimization of phase diagrams is highly critical. If bad starting values are used for 
the optimizing variables, the nonlinear equations may not yield any solution. 
Accordingly, it is more practical to begin the optimization with a ‘minimal’ data set, 
comprising only a few vital experimental data. Including too many experimental data 
in the beginning stage of the optimization may prove unwieldy. In the case of binary 
systems, for example, it is often sufficient to use a well-defined three-phase invariant 
phase equilibrium, a congruent transformation, and the enthalpy of formation of the 
compound undergoing the congruent transformation. 
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3.2. Thermodynamic Database Development Overview 

CompuTherm focused on Task 3 to work on thermodynamic modeling of the Al-Co-Cr-Fe-Ni 
quinary system using the CALPHAD approach. There are 20 binaries and ternaries 
constituent sub-systems in total need to be modeled in this work (as listed in Table 6 and 
Table 7). All 20 constituent lower-order systems have been thermodynamically modeled in 
this work. The preliminary thermodynamic database of the Al-Co-Cr-Fe-Ni quinary system 
was then obtained via extrapolation, which enables us to calculated phase diagrams, which 
are useful guidelines for the development and processing control of the Al-Co-Cr-Fe-Ni 
HEAs. 
 
Table 6. Constituent binary systems of the Al-Co-Cr-Fe-Ni system 

Binary Systems 
Al-Co Al-Cr Al-Fe Al-Ni Co-Cr 
Co-Fe Co-Ni Cr-Fe Cr-Ni Fe-Ni 

 

Table 7. Constituent ternary systems of the Al-Co-Cr-Fe-Ni system 

Ternary Systems 
Al-Co-Cr  Al-Co-Fe Al-Co-Ni Al-Cr-Fe Al-Cr-Ni 
Al-Fe-Ni Co-Cr-Fe Co-Cr-Ni Co-Fe-Ni Cr-Fe-Ni 

 
 

 

Figure 43. Schematic diagram shows the overview picture of task 3 
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The above diagram shows the overview picture of our task 3. First of all, thermodynamic 
database of Al-Co-Cr-Fe-Ni quinary system needs to be developed. There are 10 constituent 
binaries and 10 constituent ternary systems need to be thermodynamically modeled. In order 
to make the thermodynamic database reliable, experimental data, such as thermo-chemical 
data, phase-equilibrium data etc., are necessary to validate the developed thermodynamic 
database. Once the thermodynamic database of the Al-Co-Cr-Fe-Ni quinary system has been 
developed, we can carry out thermodynamic calculations using the PandatTM software. The 
following information can be obtained through our thermodynamic calculations: (a) identify 
the alloy composition in order to obtain specific phases; (b) help to select popper 
heat-treatment temperatures; (c) provide phase-transformation information during 
solidification or heat-treatment; (d) provide the alloying element distribution within phases in 
equilibrium. Currently, the preliminary description of this quinary system has been obtained. 
Validations using the available experimental data in the literature are in progress. On the basis 
of the thermodynamic calculations using our current preliminary thermodynamic database, a 
few HEAs of the Al-Co-Cr-Fe-Ni system were selected for experimental investigation by our 
team members.  

3.3. Experiment and Discussion 

3.3.1. Thermodynamic database validation 

As discussed before, the CALPHAD approach is a semi-empirical method. Careful 
validations and improvements are needed in order to carry out reliable thermodynamic 
predictions. All the constituent binaries and ternaries of the Al-Co-Cr-Fe-Ni system (as listed 
in Table 6 and Table 7 above) were critically validated in this work. (as shown in Table 8 and 
Table 9 below)  

Table 8. Validation of constituent binary systems of the Al-Co-Cr-Fe-Ni system 

Literature Phase Diagram Calculated Phase Diagram 
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Table 9. Validation of constituent ternary systems of the Al-Co-Cr-Fe-Ni system 

Al-Co-Cr 

Literature Phase Diagram Calculated Phase Diagram 
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Al-Co-Fe 

Literature Phase Diagram Calculated Phase Diagram 
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Al-Co-Ni 

Literature Phase Diagram Calculated Phase Diagram 
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Al-Cr-Fe 

Literature Phase Diagram Calculated Phase Diagram 
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Al-Cr-Ni 

Literature Phase Diagram Calculated Phase Diagram 
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Al-Fe-Ni 

Literature Phase Diagram Calculated Phase Diagram 
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Co-Cr-Fe 

Literature Phase Diagram Calculated Phase Diagram 
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Co-Cr-Ni 

Literature Phase Diagram Calculated Phase Diagram 
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Co-Fe-Ni 

Literature Phase Diagram Calculated Phase Diagram 
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Cr-Fe-Ni 

Literature Phase Diagram Calculated Phase Diagram 
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The comparison between the calculated constituent binaries and ternaries of the 
Al-Co-Cr-Fe-Ni system are in good agreement with the literature phase diagrams. Then the 
thermodynamic database of the Al-Co-Cr-Fe-Ni quinary system was obtained via 
extrapolation, which enables us to carry out the phase diagrams of this system within the 
whole composition range. The calculated phase diagrams can be used as guidelines for the 
development of Al-Co-Cr-Fe-Ni HEAs.  

3.3.2. Application of thermodynamic calculation 

Kao et al [71] did the investigation on the AlxCoCrFeNi alloys. For the as-cast structure of 
the AlxCoCrFeNi HEAs, it is fcc structure when x<0.45 and bcc structure when x>0.88. The 
fcc+bcc duplex structure was seen when the Al ratio is in the mid-range, i.e., 0.45<x<0.88. 
Figure 44 shows the calculated isopleth of AlxCoCrFeNi and it is in good agreement with the 
experimental observation [71]. Isopleths with various ratios of Co, Fe and Ni are also 
calculated in order to fully understand the effect of each element on the fcc/bcc phase 
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transition of the AlCoCrFeNi-based HEAs. Figure 45(a) is the vertical section of 
AlCrFeNiAlCoxCrFeNi, Figure 45(b) is the vertical section of AlCoCrNiAlCoCrFexNi, and 
Figure 45(c) is that for the AlCoCrFeAlCoCrFeNix. As is seen from Figure 45, the Co, Fe 
and Ni all act as fcc stabilizers. On the other hand, it is hard to get fcc structure as the primary 
phase in all three vertical sections. This is because high Al ratio (Al=1) is used in the 
calculation of these diagrams.  
 

 

Figure 44. The calculated isopleth of the AlxCoCrFeNi alloys with x=0~3 using our current 
thermodynamic description 
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Figure 45. The calculated isopleths of the Al-Co-Cr-Fe-Ni alloys using our current 
thermodynamic description with different Co, Fe and Ni ratios, respectively. 

 
The above examples show one of the valuable applications of thermodynamic calculations for 
this project. Based on the above calculated phased diagrams, we can also identify proper 
alloy composition and heat-treatment schedule to obtain the HEAs with desirable 
microstructure. For example, the single fcc HEA will be obtained for the Al0.1CoCrFeNi alloy 
when heat-treated at 1000oC on the basis of Figure 44, which has been confirmed by the 
experimental study of our team member of this project.  

3.4. Summary and Conclusions 

a. All the constituent binary and ternary systems of the Al-Co-Cr-Fe-Ni system were 
thermodynamically modeled within the whole composition range. Comparisons between the 
calculated phase diagrams and literature data are in good agreement. The multi-component 
thermodynamic database of the Al-Co-Cr-Fe-Ni system was then obtained via extrapolation.  

b. The current Al-Co-Cr-Fe-Ni thermodynamic database enables us to carry out phase 
diagrams, which can be used as useful guidelines to identify the Al-Co-Cr-Fe-Ni HEAs with 
desirable microstructures. 
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4. Task 4: Mechanical Behavior and Microstructural 

Characterization 

The objective of this task is to study the mechanical behavior and microstructural stability 
of the various phases formed at elevated temperatures in HEAs and compare with 
thermodynamic calculations in Task 3. Limited mechanical and microstructural behavior of 
HEAs at high temperatures have been studied previously and shows tremendous potential for 
elevated-temperature applications by exhibiting high hardness and yield strength at 
temperatures greater than 1,100 °C  

4.1. Introduction 

Nuclear, turbine, and aerospace industries currently place high demands on 
high-temperature structural-alloy properties [72], and look for materials that could be 
superior to conventional nickel-based superalloys. In the last decade, a new class of materials, 
called high-entropy alloys (HEAs) or multi-principal-element alloys (MPEAs), has been 
proposed and developed [56, 57, 59, 73-87]. These alloys contain 5 or more elements at near 
equiatomic concentrations and may favor the formation of disordered solid-solution phases 

with high mixing entropy, ΔSmix = , in place of ordered intermetall ic phases 

that have a much smaller entropy of mixing [56, 73, 75, 87-89]. Here xi is the atomic fraction 
of element, i, and R is the gas constant. The Gibbs free energy of mixing, Gmix, of a given 
phase can be expressed as: 

 
∆𝐺𝑚𝑖𝑥 = ∆𝐻𝑚𝑖𝑥 − 𝑇∆𝑆𝑚𝑖𝑥                    (4.1) 

 
Here Hmix and ΔSmix are, respectively, the enthalpy and entropy of mixing, and T is the 
absolute temperature. In disordered solid solutions (i.e., ideal or regular solid solutions), ΔSmix 

= , and in ordered intermetallic phases, ΔSmix ≈ 0. From Equation (4.1), 

increasing ΔSmix will reduce the Gibbs free energy and may stabilize the solid-solution phase. 
This trend will be more pronounced at elevated temperatures. Controlled by 
solid-solution-strengthening, the yield strength of HEAs can be very high, and may be 
comparable to bulk metallic glasses (BMGs) [74]. While BMGs have high strength only at 
relatively low temperatures (below the glass-transition/crystallization temperatures), 
crystalline HEAs may retain their high strength at higher temperatures [81, 83, 90]. 

Alloy microstructures must be stable for elevated-temperature applications, because 
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phase transformations occurring during use could deteriorate properties and lead to failure. 
High ΔSmix stabilizes disordered solid solutions at elevated temperatures. The entropy product, 
TΔSmix, decreases with temperature and ordered intermetallic phases with large, negative 
enthalpies of formation can become thermodynamically preferable. On the other hand, phase 
transformation kinetics decrease with decreasing temperature, and the formation of the 
intermetallic phases may require long annealing times. At the same time, suppressed kinetics 
may lead to the precipitation of exceptionally fine, nanometer-sized particles and 
considerably improved properties of these alloys at ambient temperatures. Therefore, 
studying the phase and microstructure stability in HEAs is important for candidate 
high-temperature structural materials. 

In the as-cast condition through the rapid quenching process, HEAs studied to date 
tend to have a single-phase body-centered-cubic (BCC), face-centered-cubic (FCC), and/or 
hexagonal-close-packed (HCP) crystal structures [83, 85, 91-93]. Many of them may have 
precipitations of B2 in BCC and/or L12 in FCC phases [94, 95]. After processing at elevated 
temperatures, e.g., by forging, annealing, and aging, additional phases, including intermetallic 
phases, can form and make HEAs more complex [96-98]. For example, after 
thermo-mechanical treatments, the intermetallic  phase was found in AlxCoCrFeNi and 
AlxCoCrCuFeNi HEA systems [99-101], and unidentified phases also appeared [102, 103]. 
Unfortunately, thermodynamics and kinetics of phase transformations in HEAs are still 
unclear, making phase evolution difficult to predict.  

The present work focuses on one of the earliest quinary HEAs, AlCoCrFeNi, first 
reported in 2007 [74]. It belongs to the AlxCoCrFeNi system, which is one of the most 
well-developed and refined HEA systems [74, 83, 84, 95, 96, 100, 104-112]. The 
AlCoCrFeNi alloy shows a high compressive yield strength (σY = 990 MPa) with a reasonable 
compressive ductility (ε = ~ 63 %) at 500 °C [113]. This high strength at elevated 
temperatures makes it a promising structural material. A single-phase BCC crystal structure 
has been reported for the as-cast AlCoCrFeNi [96, 107]. Others, however, report the presence 
of B2 [105, 111] and A1 or L12 structures in the as-cast condition [95]. There are no 
publications in the open literature on the homogenized phase stability and high-temperature 
tensile properties of this important HEA system. In this paper, the effect of the 
homogenization heat treatment on the as-cast microstructure is studied, and the influence of 
this substantial change in microstructures on tensile properties is investigated. Comparison 
between the predicted phase equilibria and phases observed after homogenization heat 
treatment is made.  

4.2. Thermodynamic Modeling 

The as-cast HEAs may have different phases than the homogenized HEAs, since rapid 
cooling can suppress equilibrium phases, which often require a significant elemental 
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redistribution. An effective approach is necessary to determine and/or predict 
multi-component phase diagrams for HEA systems. Traditionally, binary and ternary phase 
diagrams have relied upon experimental methods. The first-principles alloy theory was 
applied to predict the structures of the AlxCoCrFeNi HEA system, and it was concluded that 
alloys around the equimolar AlCoCrFeNi composition have superior mechanical performance, 
as compared to the single-phase regions [84]. Meanwhile, Widom et al. applied a hybrid 
Monte Carlo and molecular-dynamics (MD) method to study the temperature-dependent 
chemical order for the refractory MoNbTaW HEA [114]. They found that the Monte Carlo 
species swaps allow for the equilibration of the structure, which cannot be achieved by 
conventional MD simulations [114]. In addition, the phenomenological CALculation of 
PHAse Diagrams (CALPHAD) approach [60] is proved to be an effective aid in materials 
design [115-118], and has recently been successfully used in the AlCoCrFeNi HEA system 
[119].  

The essence of the CALPHAD approach is to obtain self-consistent thermodynamic 
descriptions (Gibbs energy functions) of lower-order (binary and ternary) systems by fitting 
to known thermodynamic and phase-equilibrium data. A thermodynamic description 
represents a set of Gibbs-energy functions with optimized thermodynamic-model parameters 
for all the phases in a system. The thermodynamic description for higher-order systems can 
be obtained via an extrapolation method [120]. This description enables estimates of phase 
diagrams and thermodynamic properties of multi-component systems that are experimentally 
unavailable. 

A thermodynamic database for the Al-Co-Cr-Fe-Ni system was developed [119]. 
Different from traditional alloys, which usually focus at one key element corner, the HEAs 
have multiple key elements. This trend requires the database to be valid in the entire 
composition region. The current database was developed, using the available experimental 
information for the 10 constituent binaries and 10 constituent ternaries. In this database, the 
disordered solution phases, such as A1 and A2, are described by the substitutional solution 
model; the ordered intermetallic phases, such as sigma and B2, are described by the 
compound-energy formalism, and the line compounds are described by the stoichiometric 
model. Details of these thermodynamic models can be found in References [121, 122], and 
will not be repeated here. It should also be pointed out that the Gibbs energy of all the phases 
in the 5-component system were obtained from those of binaries and ternaries [119], and no 
thermodynamic model parameters were optimized using the experimental data of the present 
work for the 5-component system. All the calculations in this work were performed by the 
PANDAT software. 

  



89 
 

4.3. Results 

4.3.1. Microstructures of the Alloy in the As-cast Condition 

The microstructure of the AlCoCrFeNi-AC alloy is shown in Figure 46. The 
microstructure consists of equiaxed grains (Figure 46a). Flowery, branched dendrites are seen 
inside the grains at higher magnification (Figure 46b). The dendrites span is ~ 40 µm, and the 
arm thickness is ~ 20 µm. Figure 47 presents the image quality, inverse pole-figure and 
phase-identification maps of grains and dendrites, as well as the elemental maps. The data 
were collected simultaneously with the EBSD and EDS techniques. Randomly-oriented 
equiaxed matrix grains are clearly recognized on the image quality and inverse pole figure 
maps (Figure 47a-b). The phase map (Figure 47c) and EDS element mapping (Figure 47d-h) 
reveal two distinct compositions. The dendrites with the volume fraction of 45 % are 
enriched with Al and Ni (called NiAl-rich dendrites), and the interdendritic regions with the 
volume fraction of 55 % are enriched with Cr and Fe (called NiAl-poor interdendrites), while 
Co is uniformly distributed inside these phases. The chemical compositions of both NiAl-rich 
dendrites and NiAl-poor interdendrites are shown in Table 10. 

 
Figure 46. Back-scatter-electron (BSE) images of the as-cast alloy at two magnifications 
showing NiAl-rich dendrites (DR) and NiAl-poor interdendrites (IR) 
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Figure 47. The EBSD (a) image-quality map, (b) inverse pole-figure map, and (c) phase map. 
Black lines in (b-c) are phase or grain boundaries. Simultaneously-acquired EDS (d-h) X-ray 
maps of the microstructures of the AlCoCrFeNi-AC alloy. 

 
Table 10. Chemical compositions (at. %) of NiAl-rich dendrites (DR) and NiAl-poor 
interdendrites (ID) in the as-cast condition, by SEM-EDS (more than 3 different locations and 
less than 2 at. % standard deviation). 

AlCoCrFeNi-AC 

                 
Element 

    Region 
Al Co Cr Fe Ni 

NiAl-rich DR 26 21 14 16 22 

NiAl-poor ID 18 19 22 21 19 

     
    To further investigate phase structures of NiAl-rich dendrites and NiAl-poor 

interdendrites, bright-field and dark-field TEM images of the interior of the matrix grains are 
exhibited in Figure 48. Note that the origin of the TEM sample came from either NiAl-rich or 
NiAl-poor region due to the sample preparation limitation. The dark-field TEM images were 
produced using a fundamental spot of the A2 and B2 phases [Figure 48(b)] and a superlattice 
spot of the B2 phase [Figure 48(c)]. They reveal a lamellar structure of the matrix grains 
consisting of fine, nanometer-sized lamellae of A2 and B2 phases. Figure 48(d) is a 
false-color scanning transmission electron microscopy (STEM) EDS map showing the 
distribution of Al (red), Co (green), and Cr (blue) in the phases. It can be clearly identified 
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that the A2 phase is enriched with Cr, and the B2 phase is enriched with Al. A bright-field and 
high-angle-annular-dark-field (BF-HAADF) pair of aberration-corrected STEM (AC-STEM) 
images also confirms its A2+B2 structures (Figure 49). The semiquantitative analyses by 
STEM-EDS spectra of A2 and B2 phases are shown in Table 11. In addition, a very small 
amount (volume fraction is less than 1-2 %) of fine precipitates of an additional phase, which 
has an A1 (disordered FCC) structure and is enriched with Co, is also identified inside grains 
(Figure 48d). This phase is anticipated from the solidification simulation conducted in the 
following section by the Scheil model [123], while the chemical compositions by the 
STEM-EDS spectra quantification of this A1 phase are not reliable due to its thickness less 
than a full foil. The reason is when we place a beam on the particle, we are measuring X-rays 
(chemistry) from both the particle and the matrix. In reality, we don't know how thick the 
particle is, relative to the matrix. Thus, we don't know how much contribution is coming from 
each. Therefore, STEM-EDS spectra quantification of the A1 phase is not reliable and not 
presented in Table 11. The nano-lamellar A2+B2 structure seems to co-exist in both NiAl-rich 
dendrites and NiAl-poor interdendrites, while the A1 phase might only exist in the 
interdendritic region, and the reasons are discussed in the following sections.  

 

 
Figure 48. Bright-field and dark-field TEM images of the interior of the matrix grains: (a) is 
bright-field TEM, (b) fundamental A2 dark-field TEM, and (c) superlattice B2 dark-field 
TEM images. Insets to (b-c) are convergent beam electron diffraction patterns from A2 and 
B2, respectively. Arrows denote the superlattice position of B2. (d) is a false-color 
STEM-EDS map showing Al (red), Co (green), and Cr (blue). 
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Figure 49. A BF-HAADF pair of AC-STEM images for the as-cast alloy showing A2+B2 
structures 

 
 

Table 11. Chemical compositions (at. %) of each phase in AlCoCrFeNi-AC (A2+B2+A1) by 
STEM-EDS (semi-quantitative analyses) and AlCoCrFeNi-HP (A2+B2+A1+σ) by SEM-EDS 
(more than 3 different locations and less than 2 at. % standard deviation). 

AlCoCrFeNi-AC 

                 
Element 

    Phase 
Al Co Cr Fe Ni 

A2 * trace 20 ~ 50 25 5 

B2 * ~ 40                                           15 trace 10 30 

A1 ** - - - - - 
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AlCoCrFeNi-HP 

          Element                    
Phase 

Al Co Cr Fe Ni 

A2 3 19 43 30 6 

B2 30 19 9 14 27 

A1 8 23 27 27 15 

σ 5 24 28 31 11 

*       Semiquantitative analyses from STEM-EDS spectra 
**     The A1 phase is not of a full-foil-thickness, so that STEM-EDS spectra 
quantification is not reliable. 

 
To sum up, based on the electron-microscopy study, the AlCoCrFeNi-AC primarily 

consists of a nano-lamellar mixture of the A2 and B2 phases, as well as a very small amount 
of A1 nanoprecipitates. The NiAl-rich dendrite regions are enriched with the B2 phase, in 
addition to the A2 phase. The NiAl-poor interdendrite regions are enriched with the A2 phase, 
beside a large amount of B2 phases and a small amount of A1 nanoprecipitates. The volume 
fraction of each phase presented in the as-cast condition is shown in Table 12. 

Table 12. Volume fraction of each phase in as-cast (A2+B2+A1) and homogenized 
(A2+B2+A1+σ) conditions by the EBSD analysis. 

 

AlCoCrFeNi-AC 

Phase Volume fraction 

NiAl-rich DR 

A2 29 % 

B2 71 % 

Total 100 % 

NiAl-poor ID 

A2 58 % 

B2 40 % 

A1 2 % 

Total 100 % 

Overall 

A2 46 % 

B2 53 % 

A1 1 % 

Total 100 % 
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AlCoCrFeNi-HP 

Phase Experiment Modeling 

A2 24 % 13 % 

B2 46 % 38 % 

A1 16 % 49 % 

σ 14 % - 

Total 100 % 100 % 
 

4.3.2. Microstructures of the Alloy after the Homogenization 

Treatment 

The homogenization treatment led to dramatic changes in the alloy microstructure 
(Figure 50). The homogenized alloy is called AlCoCrFeNi-HP. Instead of dark dendrites 
(NiAl-rich) in a bright matrix (NiAl-poor) (Figure 46), light-color precipitates are now 
recognized inside of the grey-color matrix and along grain boundaries. The different grey 
levels of the constituents in the backscattered-electron (BSE) images result from different 
compositions, e.g., brighter contrasts correspond to higher concentrations of heavier elements. 
The combined EBSD/EDS analysis reveals the presence of four phases in the homogenized 
alloy (Figure 51). The matrix grains have a B2 crystal structure. Two other phases, one with 
an A2 crystal structure and another with a tetragonal crystal structure ( phase), precipitate 
inside the large B2 grains. The fourth phase, with the A1 crystal structure, mainly precipitates 
along grain boundaries, although some particles are also present inside the grains. The 
elemental analysis of these phases reveals that the B2 phase is rich in Ni and Al, the A2 and  
phases are rich in Cr and Fe, and the A1 phase is slightly enriched with Al, Co, and Cr. The 
chemical compositions of four phases (A2, B2, A1, and σ) determined by SEM-EDS are 
shown in Table 11, and the volume fractions of these four phases determined through the 
EBSD analysis, and calculations are shown in Table 12. Bright-field TEM images of the 
AlCoCrFeNi-HP alloy are shown in Figure 52. Nanoprecipitates with an A2 structure 
(indicated by red arrows) inside the B2 matrix are easily recognized. As shown in Figure 
52(c-g), STEM-EDS X-ray maps of the microstructures of the AlCoCrFeNi-HP alloy (in a 
homogenized condition) confirm that the A2 nanoprecipitates is enriched with Co, Cr, and Fe, 
while the B2 matrix are enriched with Ni and Al. The chemical compositions of these phases 
are consistent with those in the homogenized condition (Table 11), showing that A2 has 19 
at. % Co, 43 at. % Cr, and 30 at. % Fe. In all, based on the electron microscopic investigation, 
the AlCoCrFeNi-HP is confirmed to be composed of four major phases: A2, B2, A1, and . 
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Figure 50. Back-scattered-electron (BSE) images of the homogenized alloy at two different 

magnifications. 
 

 
Figure 51. The phase-map microstructures of the AlCoCrFeNi-HP alloy. EBSD + 
EDS-derived phase map (a) low magnification and (b) high magnification. The EDS maps are 
presented in (c-g): B2 [(grey color in (a)], A2 [(red color in (a)], σ phase [(blue color in (a)], 
and A1 [(green color in (a)]. 
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Figure 52. Bright-field (a) and dark-field (b) TEM images of the AlCoCrFeNi-HP alloy. 
Simultaneously-acquired STEM-EDS (c-g) X-ray maps of the microstructures of the 
AlCoCrFeNi-HP alloy confirm that the nanoprecipitates are enriched with Co, Cr, and Fe, 
while the matrix are enriched with Ni and Al. 

 

4.3.3. Characterizations Using Synchrotron X-ray Diffraction 

High-energy synchrotron X-ray diffraction shows that the as-cast alloy contains two 
phases: the A2 phase with a lattice parameter of a = 2.875(1) Å, and the B2 phase having a 
very similar lattice constant and crystal structure with respect to the A2 (Figure 53). The 
presence of the B2 phase was confirmed by a (100) superlattice peak. The A2+B2 structures 
were consistent with previous publications [74, 105]. This trend is also very common in other 
HEA systems, where Tsai et al. found that the lattice constants among the three phases in 
Al0.3CoCrCu0.5FeNi, measured using the TEM images, were very similar [124]. The Co-rich 
A1 phase found on TEM pictures (Figure 48d) was not identified by synchrotron diffraction, 
which may be due to its very small amount (volume fraction is less than 1-2 %) presented in 
the as-cast condition. 

Four phases were identified in the AlCoCrFeNi-HP: A2 and B2 having the same 
lattice parameter a = 2.869(1) Å, A1 with a = 3.596(9) Å, and  with a = 8.800 Å and c = 
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4.544 Å. The heat treatment slightly alters the lattice parameter of the A2 and B2 phases from 
2.875(1) Å to 2.869(1) Å. This trend may be caused by the diffusion of solute atoms and then 
creation of vacancies among A2+B2 phases in order to form another two new phases (A1 and 
). Such diffusion will also lead to chemical-composition changes, possibly contributing to 
the slight change of lattice parameters. The  phase is an ordered intermetallic compound 
with P42/mnm (#136) [125]. The three strongest peaks belonging to this phase, (410), (411), 
and (331), as well as (002), are found in the synchrotron pattern. Three other  peaks, (330), 
(202), and (212), are shielded by peaks from other phases. In sum, phase identification for 
both the as-cast (A2+B2) and homogenized (A2+B2+A1+) conditions using synchrotron 
X-ray diffraction well agrees with the electron microscopic results. 

 
Figure 53. The high-energy synchrotron X-ray diffraction patterns of as-cast and 
homogenized conditions. The identified phases are shown in the legend. For the Sigma () 
phase, the following lattice parameters were used: a = 8.800 Å, c = 4.544 Å. Two insets show 
the diffraction rings for as-cast and homogenized conditions, corresponding to the 
synchrotron X-ray diffraction pattern. 

 

4.3.4. Mechanical Behavior 



98 
 

Figure 54 shows the engineering stress-strain curves of the AlCoCrFeNi alloy in both 
the as-cast (AlCoCrFeNi-AC) and homogenized (AlCoCrFeNi-HP) conditions for tensile 
testing at 700 °C. The values of the elongation to fracture (ε), yield strength (σy), ultimate 
tensile strength (σUTS), and specific strength (σUTS/ρ) of the samples are given in  

Table 13. The value of σy for the as-cast and heat-treated alloy are 395 MPa and 295 
MPa, respectively. A noticeable increase in tensile elongation occurs after the heat treatment: 
the elongation increases from 1.0 % for as-cast samples to 11.7 % for heat-treated samples. 
The values of σUTS for as-cast (400 MPa) and homogenized (393 MPa) conditions are 
comparable and may remain within the experimental error. For comparison, the tensile 
properties of the reported HEAs and conventional structural materials at 700 °C are also 
listed in  

Table 13. Compared to others, the present alloy exhibits the relatively high σy, σUTS, 
and plastic deformation. 

 

 

Figure 54. The tensile engineering stress-strain curves of the AlCoCrFeNi alloy, both in 
as-cast (AlCoCrFeNi-AC) and homogenized (AlCoCrFeNi-HP) conditions, at the 
temperature of 700 °C. The inserted figure illustrates the cylindrical dog-boned sub-size 
specimens for tensile tests. 
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Table 13. Tensile properties at 700 °C for AlCoCrFeNi-AC, AlCoCrFeNi-HP, and some other 
high-temperature structural materials (all of these data were tested in tension at 700 oC): 
elongation to fracture (ε), yield strength (σy), ultimate tensile strength (σUTS), and specific 
strength (σUTS/ρ). Densities of all materials are also listed. Note that density (ρ) values of the 
present work (AlCoCrFeNi-AC and AlCoCrFeNi-HP) were measured with a helium 
pycnometer, while density values of other HEAs are calculated by the theoretical density of a 
disordered solid solution [75]. 

Materials 
ε 

(%) 

σy 

(MPa) 

σUTS 

(MPa) 

σUTS/ρ 

[MPa/(g/cm3)] 

ρ 

(g/cm3) 

AlCoCrFeNi-AC (This Work) 1.0 395 400 57.1 7.0 

AlCoCrFeNi-HP (This Work) 11.7 295 393 56.1 7.0 

AlCoCrCuFeNi As-Cast [99] 4.7 350 360 50.7 7.1 

AlCoCrCuFeNi Forged [99] 63 63 91 12.8 7.1 

Al0.5CoCrCuFeNi As-Rolled [103] 5.0 180 185 24.3 7.6 

Al0.5CoCrCuFeNi As-Annealed [103] 12 160 180 23.7 7.6 

Duplex Stainless Steel [126] 2.4 329 366 46.9 7.8 

304 Stainless Steel [126] 9.1 179 248 31.8 7.8 

Ni-Based Inconel 690 [127] 26 150 478 53.7 8.9 

ODS Steel 0.3 % Yttria [128] 11 210 272 34.9 7.8 

Intermetallics FeAl 787 [129] 18 345 350 64.8 5.4 

 

4.3.5. Thermodynamic Properties and Phase Equilibrium 

Figure 55a presents the calculated solidification path for the AlCoCrFeNi alloy by the 
Scheil model [123], which indicates that the primary solidified phase is B2. Then the A2+B2 
phase will form with decreasing temperature. According to the simulation shown in Figure 
55a, only 7 % volume fraction of the liquid is consumed to form the primary B2, and the next 
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20 % volume fraction of the liquid forms A2+B2 mixture phases. Then, the rest of the liquid 
solidifies into A2+B2+A1 structures. Furthermore, the temperature drops less than 15 °C 
(1,189 °C to 1,175 °C) for the A2+B2+A1 mixture to finish solidification. The calculated 
results (Figure 55a) are very consistent with the experimental ones: primary-solidified 
dendrites consist of A2+B2 phases, while secondary-solidified interdendrites are composed of 
A2+B2+A1 phases. 

 

 
Figure 55. Thermodynamics modeling of (a) non-equilibrium solidification (fast cooling) by 
Scheil model [123] and (b) an equilibrium phase diagram 

 
An equilibrium line calculation is also performed for the AlCoCrFeNi alloy, as shown 

in Figure 55b. All four phases, A2+B2+A1+, are all presented in the equilibrium phase 
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diagram. As exhibited in the calculation, the A1 phase is in equilibrium with the A2 phase 
after the heat treatment, which is consistent with the experimental data in the present work 
and those in the literature [96, 100]. The calculated volume fractions of A2 and B2 are similar 
to the experimental results, while those of A1 and σ are different from the experimental 
results (Figure 55b and Table 12). Note that the  phase does form in the temperature range 
of 460 - 800 °C (Figure 55b), and it is also observed in the AlCoCrFeNi-HP microstructure 
(Figure 51). However, AlCoCrFeNi-HP was annealed beyond the 
thermodynamically-predicted temperature range (460 - 800 °C). Several possible reasons are 
proposed in Section 5.2.  

Overall, the thermodynamics prediction, presented in Figure 55, agree qualitatively 
with the experimental observation in this investigation. The validity of thermodynamic 
modeling and differences between modeling and experimental results are discussed in 
Section 5.2. 

4.4. Discussion 

4.4.1. Reasons for the Improvement of Ductility 

The present work shows a significant effect of homogenization heat treatment on the 
microstructure and tensile properties of the AlCoCrFeNi HEA. Most importantly, the number 
and amount of phases increase and the tensile elongation at 700 °C increases from 1.0 % to 
11.7 %. How the high-temperature properties of HEAs relate to those of other structural 
materials and how they depend on heat-treatment conditions and compositions are shown in  

Table 13 and Figure 56. For example, the tensile behavior of AlCoCrCuFeNi HEA in 
as-cast and forged conditions are very different: from high strength with limited elongation to 
low strength with decent elongation. The tensile behavior of Al0.5CoCrCuFeNi HEA in rolled 
and annealed condition have similar phenomenon. This trend indicates that proper heat 
treatments can be applied to HEA system by changing microstructures and tailoring 
properties. This is also exactly the same situation in the present study. Compared to the 
AlCoCrFeNi-AC alloy, the AlCoCrFeNi-HP alloy exhibits higher combined properties, such 
as elongation and plastic deformation. 
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Figure 56. A scatter plot showing the specific strengths and elongations to failure of the 
AlCoCrFeNi-AC and AlCoCrFeNi-HP, and other high-temperature structural materials at 
700 °C [99, 103, 126-134]. Compared to conventional structural alloys, the AlCoCrFeNi-HP 
has a comparable combination of mechanical properties at elevated temperatures 

 
The size scales of the microstructures are very different in two conditions (as-cast and 

homogenized). The AlCoCrFeNi-AC alloy shows 50 - 100 nm lamella of A2+B2 phases. 
Dislocation motion through these finely-spaced interfaces is very difficult. Similarly, 
TiAl-based alloys also have very limited tensile ductility at room temperature because of their 
fully-lamellar structures (α2+γ) generally observed in cast conditions [135]. However, the 
brittleness even up to 700 oC in the AlCoCrFeNi-AC material is probably due to the difficulty 
of forcing dislocation motion through the alternating thin lamella of different crystal 
structures.  

The lamellar structure explains the poor ductility. Our TEM results indicate that the 
boundary planes between the A2 and B2 lamellas are often of 100 plane with <010> in the 
long directions of the lamella. The slip systems active in these highly alloyed phases are 
unknown, but based upon extrapolations from the knowledge of B2-NiAl and A2-Fe, the 
dominant slip planes are likely 110-type. Burger's vectors are similarly unknown, but a<110> 
in B2 and a/2<111> in A2 are likely and assumed here. Atom probe tomography (Figure 57a) 
indicates that the lamellas contain high densities of fine precipitates of the opposite phase. A 
HAADF image from STEM with a sketch of AlCoCrFeNi-AC specimen shows an A2+B2 
lamellar structure at the atomic level (Figure 57b). Both the lamella boundaries and the fine 



103 
 

precipitates likely act as strengthening obstacles to reduce the ductility of the material. For 
example, if a lamella is 50 nm wide and oriented with <100> in its long direction, then 
110-plane dislocation will have only ~ 50 or ~ 70 nm of the distance from one edge of the 
lamella to the other (Figure 57c). This distance will be further interrupted by the fine particles, 
which will require dislocation climb, cross slip, cutting, or bowing, to bypass. The assumed 
a<110> B2 dislocations will not easily transfer into the assumed a/2<111> burger's vector in 
A2, and vice-versa. Thus, dislocations will probably have to climb, cross-slip, or bow around 
the nanoparticles, rather than cut the particles. Those dislocations that do pass through the 
particle forest will then probably pileup at the lamellar interface, again due to the difficulty of 
the shear transfer from the a<110>B2 to a/2<111>A2 burger's vectors. All of these factors 
together will result in the increased shear stress required to drive dislocations through the 
structure, and, therefore, reduced ductility. 

 
(a)           

 

 

 

(b)        
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Figure 57. (a) Atom probe tomography (APT) of the AlCoCrFeNi-AC alloy, and (b) 
corresponding sketch of different atom clusters, such as A2 and B2 

 
In the homogenized condition instead, due to breaking up the A2+B2 lamella into 

larger domains (Figure 52), giving the dislocations longer glide-lengths before hitting an 
obstacle may be the main reason for the improvement of ductility but lower yield strength 
(Figure 54 and  

Table 13). Furthermore, the other important reason may be the occurrence of the 
relatively-ductile A1 phase free of precipitates. Our nanoindentation results revealed that the 
A1 phase has a hardness of only 4.3 ± 0.2 GPa, which is less than half of the B2 phase with a 
hardness of 8.9 ± 0.4 GPa at room temperature. Liu et al. also confirmed that the A1 phase 
has a lower yield strength than the B2 matrix in the Al0.8CoCrCuFeNi HEA at room 
temperature [136]. Generally, a phase with a lower hardness and a lower yield strength will 
possess a higher ductility, even more at elevated temperatures. This trend may also happen in 
our case, which means that the appearance of a large amount of a relatively ductile A1 phase 
along grain boundaries in the homogenized condition contributes to the improvement of the 
ductility, compared with the as-cast condition with a very few amount of A1 nanoprecipitates. 
In addition, the thermal treatment (HIP+homogenization) after casting may reduce defects 
produced by casting and relieve residual stresses during fast-cooling drop-casting. 

4.4.2. Validity of Thermodynamic Modeling 

Based on the thermodynamic modeling for the as-cast condition, the A1 phase only 
forms over less than a 15 °C interval (1,189 °C to 1,175 °C in Figure 55a). Thus, the A1 phase 
may not be able to form or only a very small amount of A1 forms due to the high cooling rate 
(non-equilibrium) of the alloy preparation using the drop-casting method. There is a very 
small amount (less than 1-2 %) of fine precipitates of an additional phase, which has an A1 
structure and is enriched with Co (Figure 48d), which is consistent with our Scheil modeling. 
Also, the simulation shows that the structure is a mixture of the A2+B2 owing to this special 
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solidification (note that NiAl-rich dendrites solidified first, and then NiAl-poor interdendritic 
regions formed), which is consistent with the experimental observation for the 
microstructures of AlCoCrFeNi-AC alloy in the present work. Note that the volume fraction 
of the A1 phase is ~ 50 % (Figure 55b), and we may not be able to obtain this amount, since 
the AlCoCrFeNi-HP alloy may not yet reach equilibrium due to the sluggish diffusion of 
elements in HEAs and the short annealing period (only 50 hours in the present study).  

There is one main difference between thermodynamic-modeling predictions and 
microstructural characterizations. It is the presence of  phases in the homogenized condition. 
As mentioned previously, the  phase is observed in the microstructure of the 
AlCoCrFeNi-HP alloy, which was annealed at 1,150 oC for 50 hours, beyond the 
thermodynamically-predicted existing temperature range (460 - 800 °C). There are two 
possible reasons for this discrepancy. One reason may be due to unreasonable thermodynamic 
parameters for the  phase in the present thermodynamic model. The other reason may result 
from the localization of certain alloying elements within this alloy forming the  phase. For 
example, a certain amount of Co can improve the stability of the  phase at higher 
temperatures, up to 1,283 °C (such as the binary Co-Cr  phase [137, 138]), which is higher 
than the annealing temperature of 1,150 °C. Indeed, some amounts (24 at. %) of Co are 
observed in the  phase, as presented in Figure 51(d) and shown in Table 11. Of course, it is 
also likely that the  phase precipitated during slow furnace cooling (10 oC/min). Chou et al. 
[100] did not observe the  phase at 500 °C and 550 °C, which is not surprising, since the 
precipitation is a diffusion-controlled process, and a certain amount of phases are necessary 
for the phase identification by the regular lab X-ray diffraction.  

Further experimental and thermodynamical investigations on these issues will be 
carried out in future studies. Specifically, systematic phase-transformation studies for the 
AlCoCrFeNi alloy will be necessary, especially in the solid state, for the quantitative 
comparison. As mentioned previously, the current Al-Co-Cr-Fe-Ni database was developed 
using the available experimental data of the 10 constituent binaries and 10 constituent 
ternaries. This database needs further validation by the 5-component alloys. 

4.4.3. A2+B2 Nano-lamellar Structure in HEA Systems 

If we define BCC HEA as a single-phase A2 (a disordered BCC solid solution) 
structure with no elemental segregation, many reported single-BCC HEAs with one lattice 
parameter may fail to meet this criterion. They are usually elemental-segregation dendritical 
structures (dendrites and interdendrites) [74, 75, 139, 140], and people tend to call them as 
element-rich, such as NiAl-rich in 3d-transition-metal-based HEAs, and TaW-rich in 
refractory HEAs. Actually, those alloys may be composed of A2 and B2 phases. NiAl-type 
B2 structure in HEA systems are usually very stable due to its very negative enthalpy [57]. 
Once B2 phases formed during cast processing, solidified microstructures were difficult to be 
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homogenized through regular heat treatments (compare Figure 47 with Figure 51). If a 
single-phase A2 HEA is going to be identified, only an X-ray diffraction pattern with no (100) 
superlattice peak is not enough. Formed by the eutectic reaction during solicitation (Figure 
55a), A2 and B2 could have very small lattice parameter mismatch [57]. This trend may be 
the reason why only one lattice parameter can be found via X-ray diffraction pattern [74, 75, 
139, 140]. This feature is also very common in the Ni-based superalloy (γ and γ′) and FCC 
HEA systems [73, 94, 124]. To the current authors’ knowledge, single-phase FCC or BCC 
HEAs can only be found in a few publications [141-144]. 

In the present study, the A2+B2 nano-lamellar structures also coexist in both 
NiAl-rich dendrites and NiAl-poor interdendritic regions in the as-cast condition, even 
though only one lattice parameter can be found via synchrotron X-ray diffraction pattern 
(as-cast in Figure 53). Furthermore, the NiAl-rich dendrite regions are enriched with the B2 
phase, and the NiAl-poor interdendrite regions are enriched with the A2 phase. This trend has 
been confirmed by SEM with EDS/EBSD and TEM studies, as shown in Section 4.1. To 
further investigate this trend, the selective etching technique [145-147] was applied. As 
shown in Figure 58, nanoprecipitates with 50-100 nm were etched away both in NiAl-rich 
dendritical and NiAl-poor interdendritical regions, and yet another kind of line-shape 
nanoprecipitates might be only found in NiAl-poor regions. The selectively-etched 
morphology (Figure 58) quite agrees with the previous TEM results (Figure 48): etched-away 
nanoprecipitates are the Cr-rich phase with an A2 structure; etched-away line-shape 
nanoprecipitates are the Co-rich phase with an A1 structure; and remaining are the NiAl-rich 
matrix with a B2 structure. This trend also agrees the original function of the selective etchant 
(Kalling’s No.2) in steel which does attack ferrite (A2 structure) and slightly attack the 
austenite (A1 structure) [148]. Furthermore, based on our thermodynamic calculation (Figure 
55a), A2+B2 tend to be firstly solidified together to form dendrites (NiAl-rich regions in this 
study), and then A2+B2+A1 are solidified to form interdendritically (NiAl-poor regions in 
this study) during fast cooling. This feature may be the reason why line-shape 
nanoprecipitates with an A1 structure can only be found in NiAl-poor interdendritic regions 
(Figure 58). Thus, we have many indications that both dendrites and interdendritic regions 
are fine A2+B2 nano-lamellar structure (NiAl-rich dendrites enriched in B2, and NiAl-poor 
interdendrites enriched in A2), while another kind of line-shape nanoprecipitates with A1 
structure only exist in NiAl-poor interdendritic regions. 
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Figure 58. SEM images of the AlCoCrFeNi-AC alloy after applying selected etching using 

Kalling’s No. 2. 

 
Similar phenomena are also found in AlCoCrFeNi-HP. As presented in Figure 59, 

Cr-rich nanoprecipitates with an A2 structure are embedded in the NiAl-rich B2 matrix, while 
CoCrFe-rich A1 phases are free of precipitates. Note that the structure type of a pure Cr 
element is A2, which further confirm our hypothesis. 
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Figure 59. A high-resolution SEM image of a focused ion beam (FIB) sample in the 

AlCoCrFeNi-HP alloy. The EDS maps are presented in (b). 
 
Above all, the microstructures and mechanical behavior of one alloy, AlCoCrFeNi, 

have been carefully studied in two conditions (as-cast and homogenized), as summarized in 
Figure 60. As confirmed by both experiments (SEM/EDS, EBSD, TEM/STEM, APT, and 
Synchrotron) and simulations (CALPHAD), the homogenization treatment results in phase 
evolution: from two major phases (A2+B2) in the as-cast condition to four major phases 
(A2+B2+A1+σ) in the homogenized condition. Moreover, both NiAl-rich dendrites and 
NiAl-poor interdendrites have a fine A2+B2 nano-lamellar structure, but different volume 
fractions of A2 and B2. The very different microstructures in the two conditions exhibits 
similar σUTS but a noticeable increase in the tensile ductility after the heat treatment (HIP and 
homogenized). 
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Figure 60. A summary cartoon of all major results in the present study 

 

4.5. Summary and Conclusions 

In summary, we discuss how as-cast and homogenized phases in HEAs can be 
identified, what phases are usually found in the as-cast and homogenized conditions, and 
what the thermodynamics and kinetics of phase transformations are in the AlCoCrFeNi HEA, 
as shown in a summary cartoon of Figure 60. 

(1) Using SEM/EDS, EBSD, STEM and high-energy synchrotron X-ray diffraction, 
the microstructures of the AlCoCrFeNi-AC alloy are identified to have clear 
intra-granular dendritic structures containing two regions, NiAl-rich dendrites 
and NiAl-poor interdendritic regions. The TEM/STEM and the selective etching 
technique further confirm that both NiAl-rich and NiAl-poor regions have a fine 
A2+B2 nano-lamellar structure. The difference between two regions is that the 
NiAl-rich dendrite regions are enriched with the B2 phase, while the NiAl-poor 
interdendrite regions are enriched with the A2 phase as well as a small amount of 
A1 nanoprecipitates (less than 1-2 %). 
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(2) Four phases, A2, B2, A1, and  phases, are observed in the AlCoCrFeNi-HP. A2 
nanoprecipitates embedded in the B2 matrix are also found in the homogenized 
condition, while blocky wall-like A1 phases along boundaries are identified and 
free of precipitates. 

(3) A noticeable increase in the tensile ductility occurs after the HIP and 
homogenized treatment. During tensile testing at 700 °C, the elongation of the 
homogenized alloy is 11.7 %, while the as-cast alloy show the elongation of only 
1.0 %. The ultimate tensile strength at 700 °C is almost unaffected by the heat 
treatment, 400 MPa and 393 MPa, respectively.  

(4) The reason for the limited elongation of the AlCoCrFeNi-AC alloy may be that 
dislocation motion through these finely-spaced interfaces (50-100 nm) is very 
difficult, resulting in higher yield strength. The improvement of ductility for the 
AlCoCrFeNi-HP alloy may be due to breaking up the A2+B2 lamella into larger 
domains, the occurrence of the relatively ductile FCC phase, reduced casting 
defects, and relieved residual stress. 

(5) The CALPHAD thermodynamic modeling, including the solidification path and 
the phase map, are well consistent with the experimental data. 

The authors believe that this study will pave the way for the characterization and 
optimization of the AlCoCrFeNi alloy and the microstructures of the similar HEAs system. 
Meanwhile, it is the authors’ hope that this study will draw more attention of scientists to 
research homogenized HEAs with balanced mechanical properties, perhaps with multiple 
phases, rather than the only pursuit of single-phase solid-solution HEAs, which is also 
emphasized by Miracle et al. [85]. It even provides support toward the composition design of 
HEAs based on the composition-structure-property relationship. The fundamental 
understanding of microstructures will lay down the foundation for the discovery of new 
HEAs with improved materials properties in extreme environments. HEAs as a new class of 
advanced materials with competitive high strengths at elevated temperatures and with 
reasonable ductility may become the next-generation structural materials. The development 
of such novel materials will bring significant impacts on some extreme environmental 
engineering for wide applications. 
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